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Abstract

One of the critical steps in biometrics pipeline is de-
tection of presentation attacks, a physical adversary. Sev-
eral presentation (adversary) attack detection (PAD) algo-
rithms, including iris PAD, have been proposed and have
shown superlative performance. However, a recent study,
on a small-scale database, has highlighted that iris PAD
may have gender biases. In this research, we present a rig-
orous study on gender bias in iris presentation attack de-
tection algorithms using a large-scale and gender-balanced
database. The paper provides several interesting observa-
tions which can help in building future presentation attack
detection algorithms with aim of fair treatment of each de-
mography. In addition, we also present a robust iris pre-
sentation attack detection algorithm by combining gender-
covariate based classifiers. The proposed robust classifier
not only reduces the difference in accuracy between differ-
ent genders but also improves the overall performance of
the PAD system.

1. Introduction

Biometric identification has received significant atten-
tion in recent times because of its high accuracy and non-
intrusive nature. In the constrained environment iris is
one of the most accurate modalities for person identifica-
tion [10, 14, 28, 37, 54]. While the iris recognition algo-
rithms show spectacular performance [36], they can easily
be circumvented via presentation attack instruments (PAI)1

[13, 29] such as 3D contact lenses and 2D printed photo
[18, 52]. These presentation attack instruments are rea-
sons of serious concern towards the secure deployment of
iris recognition systems [7, 31]. In the literature, several
iris presentation attack detection algorithms are developed

1Presentation attacks are physical adversaries that intend to af-
fect the performance by either circumventing or eluding the identity
(www.iso.org/standard/53227.html).

and they have shown success in defending different PAIs
[2, 3, 17, 22, 53]. However, similar to the recent litera-
ture which highlights that biometric recognition algorithms
show demographic biases [20, 39, 47, 48], iris presenta-
tion attack detection algorithm are found vulnerable to gen-
der bias. In recent work by Fang et al. [19], it has been
shown that gender bias affects iris presentation attack de-
tection (IPAD). While the accurate detection of presentation
attack is essential [4, 5], the ‘bias free’ attribute of the algo-
rithm is also a necessity. The bias can be described in terms
of differential outcome resulting in the classification error
concerning different demographic groups such as male and
female. For instance, the classification error of presentation
attack detection in the female group can be lower as com-
pared to the male group. Figure 1 shows the importance
of the proposed study and the impact of unfair presenta-
tion attack detection algorithm exploited by an attacker for
illegal access. The proposed study has two-fold contribu-
tions: firstly, gender covariate and contact lens presentation
attack instrument are used to study the fairness of PAD al-
gorithms. Secondly, we present a iris PAD algorithm for
addressing the challenges identified by the study. In brief,
the contributions of this research are:

• a detailed gender bias study is performed using large-
scale ocular database captured in both controlled in-
door and unconstrained outdoor environmental setting;

• both pre-trained and trained from scratch CNN archi-
tectures are selected for the study and the robustness
of different classifiers such as support vector machine
and random decision forest are studied;

• based on the vulnerability evaluation of the classifiers,
a robust iris PAD is presented.

2. Related Studies
In this section, we provide a brief overview of existing

bias studies in biometrics in general as well as related to iris
presentation attack detection algorithms.
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Figure 1. Illustrating the impact of bias on the recognition system. (Left) In an ideal case the fake image of any gender (X or Y ) must be
classified as fake (spoof) and it will not be passed (broken dashed line) to the system for recognition. (Right) However, in the unfair/biased
case, an attacked image of one gender (say Y ) might be classified as real and the person may get illegal access to the recognition system.
Dashed arrow (−− >) represents the broken connection, for example, in the left part, if the image is classified as fake it must not pass to
the recognition part. Similarly, in right part, if the fake is classified as real it will not be rejected through PAD.

Recognition Bias: Recent studies have raised a serious
concern towards the bias and fairness of machine learning
algorithms [1, 8, 25, 42, 49]. Biometric recognition algo-
rithms are not untouched from the bias and fairness issue
[40]. Bias in any machine learning algorithm can be broadly
described using the following terms: (i) data bias and (ii)
model/classifier bias. The deep learning algorithms gen-
erally require a large amount of data and the training data
bias towards one demographic can lead to a biased trained
model. Therefore, the need for balanced databases has in-
creased in recent times. Robinson et al. [43] have prepared
in-the-wild database with attributes such as gender and race
balanced images. Apart from the creation of databases, the
one quick solution for such drawback is the use of data re-
sampling [16, 35, 38] either through augmentation or re-
moval of access samples of dominant demographics. The
drawback of such an algorithm can be the loss of informa-
tion when under-sampling is performed or the increase of
noisy data under over-sampling. Another quick solution to
reduce the bias in an unbalanced dataset is to apply the cost-
sensitive learning by assigning a higher weight to a less rep-
resentative group [9, 12]. To reduce the model bias, observ-
ing the importance of filters reflecting unbias nature in the
decision-making can be one possible solution. Nagpal et al.
[41] have proposed an approach to drop the bias-sensitive
filters to improve the performance. Later, Nagpal et al. [39]
also proposed a diversity block to improve the performance.
Majumdar et al. [34] proposed an adversarial perturbation-
based algorithm by learning a unique perturbation vector to
mitigate the bias effect in the training database.

PAD Bias: In the presentation attack detection domain,
there is limited research about bias and possible solutions,
particularly in iris PAD which is one of the most critical
components of the (iris) biometrics recognition pipeline.
The only literature available is recently conducted study
by Fang et al. [19] on iris presentation attack detection.

The authors have selected three different machine learning
classifiers: (i) Local Binary Patterns (LBP) a hand-crafted
feature-based algorithm equipped with linear support vector
machine classifier, (ii) VGG-16 as a features extractor, and
linear SVM for classification, and (iii) MobileNeV3-small
is trained from scratch using softmax classifier. It is found
that the PAD algorithms have shown better performance on
male samples as compared to the female samples. How-
ever, the attack images considered for testing are 370 for
the male class and 130 for the female class. It is observed
that not only the testing set of this study but the train set is
also imbalanced with respect to gender distribution. There-
fore, we assert that a more thorough study using a large bal-
anced database and well defined even protocols is required
to establish bias and fairness issues in PAD algorithms.

3. Iris Presentation Attack Detection

Popular iris presentation attack detection algorithms
range from hand-crafted features with traditional classifiers
to deep neural networks. Popular handcrafted image fea-
tures such as Local Binary Patterns, Histogram of Oriented
Gradients, Structural and Textural features along with sup-
port vector machine classifier (SVM) have been applied for
the detection of presentation attack instruments [21, 23, 32].
While the hand-crafted features-based algorithms have the
computational advantage, their generalizability against un-
seen databases and attacks is a serious concern. To over-
come such issues, research works have started utilizing deep
convolutional neural networks (CNN) both as feature ex-
tractors and classification. Inspired by the success of fu-
sion from face PAD [6, 45], Yadav et al. [50] have utilized
the fusion of image features and CNN to propose an effec-
tive iris presentation attack detector. Gupta et al. [22] have
proposed a novel shallow CNN for iris presentation attack
detection. Among multiple CNN architectures, DenseNet
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[27] has received a significant attention for iris presentation
attack detection both when utilized as feature extractor and
trained from scratch [44, 51]. The study by Fang et al. [19]
also suggest the higher accuracy of CNNs as compared to
hand-crafted feature. In this research, we have also studied
the role of a classifier in the classification of images belong-
ing to a specific gender. We assert that it might be possible
that a certain classifier is biased towards particular gender
and hence make the entire algorithm look bias towards that
gender. If it is the case, then the multiple classifiers can be
combined to develop a gender unbiased PAD system.

In brief, this is the first work addressing both data and
model/classifier bias in iris presentation attack detection.
We have used the following CNNs and classifiers for the
development of iris presentation attack detection system:

3.1. Feature Extractor: Transfer Learning

1. VGG-16: Similar to Fang et al. [19], we have used the
pre-trained [15] VGG-16 [46] network as a feature ex-
tractor. Before extracting the features of the FC layer,
a global pooling layer has been applied to obtain the
features of dimension 1× 512;

2. DensetNet: Similar to VGG-16 and based upon its
popularity in IPAD [44, 51], the last fully connected
layer values of the DenseNet are used as a feature rep-
resentation of an image. A final feature vector of di-
mension 1× 1024 is obtained from each iris image;

3. ResNet-50 [24]: With ResNet-50 architecture, a global
pooling is applied after the final fully connected layer
which yields the feature dimension of 1× 2048.

3.2. Feature Extraction + Classification: CNN from
Scratch

The variety of the feature learners and classifier is essen-
tial to reach any strong conclusion about fairness. There-
fore, we have also utilized Wide-ResNet-16-8 [55]. In con-
trary to the deeper networks, this network uses the increased
width with lower depth. This helps in decreasing the net-
work parameters significantly. The network is trained from
scratch using categorical cross-entropy loss and softmax
classifier. The network is trained using adaptive learning
rate, the batch size is set to 32 and Adam optimizer [30]
has been used. We have also utilized the shallow and popu-
lar image classification network namely AlexNet [33]. The
network consists of 5 convolutional layers and 3 fully con-
nected layers. The difference between AlexNet and other
networks is the use of large convolutional filters and fewer
layers for feature learning and classification. The AlexNet
is also trained from scratch using the similar parameter set-
ting used for Wide-ResNet-16-8.

Characteristics This Paper Fang et al. [19]

Subjects 81 (
40 male,

41 female) 18 (
14 male,
4 female))

Total Images 18,706 3,400
Real Images 9,319 1,700
Attack Images 9,387 1,700
Contact Lens 4 –

Lens Colors
Balanced

(Blue, Green
Violet, Brown)

Unbalanced

Acquisition
Environment

Indoor (Controlled)
Outdoor (Unconstrained) –

Sensors 3 2
Table 1. Characteristics of the databases used for bias-study in iris
presentation attack detection.

3.3. Classifiers

Based on the assertion that different classifiers might be
biased towards different gender classes, in this research, we
have used two classifiers along with a softmax classifier of
Wide-ResNet-16-8 and AlexNet. The linear support vec-
tor machine (SVM) [11] and random decision forest (RDF)
[26] classifiers are trained on the features extracted from the
pre-trained CNNs mentioned in Section 3.1.

4. Database and Experimental Protocols
For different experiments, we have used the Uncon-

strained Multi-sensor Iris Presentation Attack (UnMIPA)
database2 prepared by Yadav et al. [51]. In total, the
database contains 18, 706 images, approximately balanced
between real and attack images. The images are captured
from 81 subjects, out of which 40 subjects are male and 41
subjects are female. The equal number of images belong-
ing to real and attack classes and (almost) an equal num-
ber of subjects makes the database an ideal choice to per-
form the bias study. Moreover, the database is captured
in both controlled indoor (IN) and unconstrained outdoor
(OUT) environments to reflect the real-world conditions.
The other interesting properties which make the database
a good choice are different number of acquisition sensors
and contact lens manufacturers. Tables 1 and 2 show the

2http://www.iab-rubric.org/index.php/wvu

Figure 2. Samples of the database used in this research reflect-
ing the variations required for an effective study. Fist row images
are captured in the indoor controlled illumination environment and
second row images are captured in the outdoor unconstrained illu-
mination environment setting.
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Gender
C

la
ss Fang et al.

[19]
Proposed Study

(IN: Indoor)
Proposed Study
(OUT: Outdoor)

Train Test Train Test Train Test

Male R. 600 250 1138 1137 1157 1156
A. 920 370 1157 1157 1161 1160

Female R. 600 250 1164 1163 1202 1202
A. 280 130 1190 1189 1187 1186

Table 2. Subject-disjoint number of images used for training and
testing corresponding to different genders. A total of 18706 iris
images are used for experimentations as compared to 3400 real
and textured contact lens iris images are used in the only study by
Fang et al [19]. R. And A. represent the real and attack classes, re-
spectively. Indoor and Outdoor represents to the controlled indoor
and unconstrained outdoor imaging environment, respectively.

Train ↓ Test → Indoor Outdoor
Env. Gender Male Female Male Female

AlexNet

IN Male 96.43 90.09 82.08 75.88
Female 84.31 88.18 69.39 68.47

OUT Male 71.23 78.66 69.86 68.76
Female 62.69 64.63 62.52 66.25

Wide-ResNet16-8

IN Male 99.48 96.43 89.90 86.73
Female 97.82 99.70 91.45 90.28

OUT Male 98.13 98.81 99.40 98.20
Female 96.51 98.26 96.80 99.20

Table 3. Iris presentation attack detection performance of the
CNNs trained from the scratch. The detector is trained and tested
on the images of individual genders. IN and OUT represents the
indoor and outdoor imaging environment, respectively.

characteristics and experimental split of the database used
in this research, and its comparison with the database used
in the study by Fang et al. [19]. The proposed study con-
sists of a fair split in terms of the number of images per class
(real vs. attack), per gender (male vs. female), and training-
testing subset. In comparison, Fang et al. have used highly
unbalanced (gender-wise) train-test split. To study the gen-
der bias in this research, the database is divided on subject
disjoint training and testing condition, i.e., the images of the
subjects used in the training are not used for evaluation to
make the system bias-free. The characteristics such as the
wide number of lenses and their colors, acquisition sensors,
and imaging environment make the proposed study effec-
tive in finding the bias issue in contact lens iris PAD algo-
rithms. We have conducted an extensive experimental study
using the large-scale nature and different characteristics of
the UnMIPA database.

5. Experimental Results and Analysis

First, we analyze the results of the IPAD algorithms
where the CNN models are trained from scratch followed
by the analysis on transfer learning architectures. Further,

CNN Train ↓ Test → IN OUT

AlexNet
IN Male 6.34 6.20

Female 3.87 0.92

OUT Male 7.43 1.10
Female 1.94 3.73

WRN16-8
IN Male 3.05 3.17

Female 1.88 1.17

OUT Male 0.68 1.20
Female 1.75 2.40

Table 4. The difference (of Table 3 values) in the iris presenta-
tion attack detection performance shows that the CNNs trained on
which gender favors that gender. For instance, the Wide-ResNet
trained using indoor images of the male class yields difference in
the accuracy of 3.05% and has higher performance on the male
class. The difference in accuracy is greater than 0% but it might
be attributed to the fact that models are trained on one gender only.

Figure 3. Iris presentation attack detection performance of the
AlexNet and Wide-ResNet-16-8 when trained from the scratch us-
ing images of both male and female.

the bias of SVM and RDF classifiers is studied using the
varying number of images of both genders in the training.

5.1. CNNs Trained form Scratch

Two CNNs are selected for this study are Wide-ResNet-
16-8 and AlexNet. To the best of our knowledge, the Wide-
ResNet architecture is never explored in the study of iris
presentation attack detection. The results of AlexNet [33]
and Wide-ResNet [55] are reported in the Table 3. Let us
first discuss the biased study of the shallow AlexNet ar-
chitecture. When the network is trained on the individual
gender iris images and tested on seen imaging environment
iris images, the network shows the bias towards the gen-
der on which it is trained. For instance, when the AlexNet
model is trained on the indoor images of the male class
and tested on the indoor images, it yields an accuracy of
96.43% and 90.09% on male and female iris images, re-
spectively. A similar accuracy difference can be observed
when the network is trained on the female class only (Ta-
ble 4). However, it cannot be termed as bias as the model
is itself trained on the skewed database or only one gender
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Train ↓ Test → Indoor Outdoor
Env. Gender Male Female Male Female

VGG-16

IN Male 98.04 89.07 82.56 76.21
Female 91.67 98.55 78.06 83.29

OUT Male 91.85 89.24 96.11 86.31
Female 86.10 91.28 86.01 96.23

ResNet-50

IN Male 86.53 76.16 70.16 66.12
Female 80.95 85.71 71.50 69.80

OUT Male 80.68 77.93 79.97 70.52
Female 74.72 79.08 73.57 78.06

DenseNet-121

IN Male 98.04 91.88 87.82 84.51
Female 92.80 98.68 82.60 85.09

OUT Male 92.15 89.41 96.33 88.32
Female 89.97 92.77 86.61 96.94

Table 5. Iris presentation attack detection performance when
CNNs are used as features extractor and linear SVM as a clas-
sifier. The detector is trained and tested on individual genders.

iris images. Therefore, to carefully understand the gender
bias issue, in the next experiment we have used both male
and female class images for training. As shown in Figure 3,
AlexNet and Wide-ResNet both do not shows any signifi-
cant bias. for instance, when the indoor (IN) iris images are
used for Wide-ResNet16-8, the model yields an accuracy
of 99.65% and 99.96% on male and female iris images, re-
spectively. Another covariate that causes the accuracy dif-
ference even when both male and female iris images are
used in training is the data shift or change the testing data
characteristics. For instance, when the AlexNet is trained
on the iris images of indoor environment and tested on the
outdoor (OUT) iris images it shows an accuracy difference
of 5.49 (90.67% and 85.18%) as compared to the difference
of 0.54% (99.08% and 99.62%) when tested on indoor iris
images. Therefore, we observe from these experiments that
the gender bias might not be an issue, the testing data char-
acteristics drift is.

5.2. Transfer Learning: CNNs as Feature Extractor

In this section, we have conducted an extensive study
with multiple CNNs varying in terms of numbers of lay-
ers ranging from 16 to 121, and type of connections i.e.,
sequential to residual. Interestingly, the ResNet performs
poorly as compared to both its shallow counterpart, i.e.,
VGG, and deeper counterpart, i.e., DenseNet. The prime
reason might be the dimensionality of the feature vector
which is 4 times and 2 times higher than the VGG and
DenseNet model, respectively.

The iris presentation attack detection results of VGG,
ResNet, and DenseNet are shown in Table 5. Similar to the

CNN Train Test IN OUT

VGG16
IN Male 8.97 6.35

Female 6.88 5.23

OUT Male 2.61 9.80
Female 5.18 10.22

ResNet-50
IN Male 10.37 4.04

Female 4.76 1.70

OUT Male 2.75 9.45
Female 4.36 4.49

DenseNet
IN Male 6.16 3.31

Female 5.88 2.49

OUT Male 2.74 8.01
Female 2.80 10.03

Table 6. The difference (of Table 5 values) in the IPAD perfor-
mance shows the performance of the CNNs trained on which gen-
der favors that gender. For instance, the DenseNet trained using
indoor images of the male class yields a difference in the accu-
racy of 6.16% and has higher performance on the male class when
tested on indoor iris images. While the difference in accuracy is
greater than 0% but it might be attributed to the fact that models
are trained on one gender only.

Figure 4. Iris presentation attack detection performance of the
VGG, ResNet, and DenseNet features with linear SVM classifier
using images of both male and females.

networks trained from scratch and as expected, the networks
have shown biasness towards the gender on which they are
trained. For instance, when the VGG network is trained
on the indoor male iris images, it shows more than 8.93%
higher accuracy on male iris images as compared to the fe-
male iris images (Table 6). Except for one situation, a simi-
lar observation of high accuracy when the training and test-
ing genders are the same is witnessed. Therefore, to again
properly understand the gender bias issue, we have now
used both the gender iris images for training. The results
of this experiments are reported in Figure 4. When the fea-
tures of the VGG model are used for evaluation, the differ-
ence in the accuracy is 1.21% (94.56% and 95.77%) when
trained and tested on outdoor iris images. Interestingly, the
difference increases to 2.61% (90.76% and 93.37%) when
the testing data shift occurs, i.e., when trained on outdoor
iris images but tested on indoor iris images.
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Train ↓ Test → Indoor Outdoor
Env. Gender Male Female Male Female

IN
Male 96.03 85.37 82.51 78.64
Female 86.96 95.75 81.91 82.16
Both 95.86 95.41 83.38 81.41

OUT
Male 88.49 84.77 95.16 85.59
Female 84.39 86.60 85.28 94.97
Both 88.32 87.80 94.64 94.43

Table 7. Iris presentation attack detection performance of the
DenseNet-121 as features extractor and RDF for classification.
The detector is trained on the images of individual genders and
in combination.

5.3. Key Findings

The previous study by Fang et al. [19] shows that gender
bias is an issue in iris presentation attack detection. How-
ever, as mentioned earlier, the database imbalance and a
limited number of classifiers are the prime factors to reach
such a conclusion. In the proposed research, we have con-
ducted an experimental evaluation using a database that is
significantly larger than the database used in [19] and con-
tains balanced gender demographic iris images. The ex-
perimental evaluation has been performed using multiple
deep networks and classifiers such as softmax and SVM.
Through the extensive experiments, it is observed that gen-
der bias might not be an issue; however, the training phe-
nomena are. In other words, when the networks are trained
on a particular gender they showed higher performance on
the same testing gender. When both the gender iris images
are used for training, the difference in the accuracy between
gender is low which shows the lack of gender bias in the al-
gorithms. Another covariate that raises concern is the acqui-
sition environment. The possible reason for accuracy differ-
ence can be attributed to the data characteristics variations
across different environments, as shown in Figure 2.

5.4. SVM vs. RDF Classifiers

In literature of iris presentation attack detection (IPAD)
including bias study usually SVM classifier is considered
[13, 19]. To further increase the impact of our study,
we considered another popular machine learning classifier
namely random decision forest (RDF) [26]. RDF is an
ensemble-based method where multiple weak decision trees
are learned and combined to reach a strong classifier. To
analyze the bias impact on the RDF classifier, the DenseNet
features are utilized which performs best compared to other
networks. The results are reported in Table 7. The RDF
classifier shows clear biases or favoritism towards the gen-
der on which it is trained both in seen and unseen environ-
ment train-test setting. However, interestingly, in the pres-
ence of both genders, the classifier favors the male gender
over the female and shows higher detection performance.

Train ↓ Test → Indoor Outdoor
Env. Gender Male Female Male Female

Equal Male and Female (EMF)

IN SVM 97.73 97.87 85.90 86.81
RDF 95.86 95.41 83.38 81.41

OUT SVM 92.07 93.45 95.16 95.43
RDF 88.32 87.80 94.64 94.43

Female Dominant Scenario (FDS)

IN SVM 96.16 98.12 86.27 86.64
RDF 93.07 95.70 83.55 82.70

OUT SVM 92.46 93.45 93.57 93.35
RDF 87.49 87.33 92.18 95.10

Male Dominant Scenario (MDS)

IN SVM 97.34 96.98 86.32 86.22
RDF 96.08 93.45 83.63 81.66

OUT SVM 91.76 92.77 95.16 93.72
RDF 88.31 87.37 94.52 92.63

Table 8. Iris presentation attack detection performance of the
DenseNet-121 as features extractor. The detector is trained both
genders when equal and unequal images of both genders are used
to study the impact of imbalance of gender. The importance of
balance of images of genders is study using linear SVM and RDF
classification.

Although in the majority of the cases, the difference in
the performance between gender is marginal (ranges from
0.21% to 1.97%) when both gender images are used for
training which again raises a question of whether gender
bias is a concern when the dataset is balanced. Surprisingly,
the training and testing environment have not shown a sig-
nificant impact on the bias analysis of the RDF classifier.
In terms of attack detection performance, the linear support
vector machine classifier yields better accuracy in compar-
ison to the RDF classifier. For example, in an unseen envi-
ronment training-testing conditions, the performance of the
SVM classifier is at least 4% higher than the RDF detector.

5.5. Importance of a Balance Data Study

The preliminary study conducted by Fang et al. [19] con-
cluded that the female gender yields higher detection error
as compared to the male gender. We have shown through
the analysis (Tables 1 and 2), that the database is highly bi-
ased towards the ‘male’ class and hence the performance
can be expected as claimed. Therefore, to understand that
phenomenon in detail, we have conducted the following ex-
periments using DenseNet along with two classifiers SVM
and RDF. In this study, we have generated the training set
with varying proportions of gender images: (i) when bal-
anced iris images of both genders are used, (ii) male dom-
inating scenario which contains approximately double the
number of male iris images as compared to female, and (iii)
female dominating scenario consists of approximately dou-
ble the number of female iris images as compared to males.
Here, the testing iris images in each condition remain the
same to make a fair comparison and are described in Table
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2. The balanced gender case represents the use of training
images as described in Table 2 as it is. While in the imbal-
ance case, the 50% images of an unaggressive gender are
dropped from its training set, while training images of an-
other gender remain the same.

The results of the DenseNet features extractor with SVM
and RDF classifiers are given in Table 8. Under the male
dominating scenario, the classifiers on DenseNet features
show a higher bias towards the male class. Out of 8 condi-
tions, in seven conditions male accuracy slightly dominates
female accuracy. Surprisingly, in the female dominating sit-
uation, mixed results are observed. In the exciting analysis,
it is seen from Table 8 (through color boxes) that the SVM
classifier favors the female class; however, the RDF clas-
sifier favors the male class under the balanced gender case
study. This is observed not only when the seen environmen-
tal images are used for training and testing but also in the
unseen image acquisition setting. We assert that other ex-
ternal factors such as the acquisition environment may have
a bigger role in performance variations.

6. Proposed Robust Iris PAD Algorithm
In this research, we present a robust and fair presentation

attack detection algorithm by selecting the classifier which
favors individual gender even the network is trained using
both genders. From the set of machine classifiers such as
SVM, RDF, Logistic Regression, and Neural Network, the
classifiers which show bias towards one gender are selected.
In other words, one classifier favoring the male class is se-
lected; whereas another selected classifier aims to favor the
female class. The classifiers are trained using the features
of the DenseNet model due to its effectiveness as compared
to other evaluated deep CNNs including VGG and ResNet.
The flowchart of the proposed algorithm is shown in Fig-
ure 5. On the training set containing both gender images, a
DenseNet feature representation is calculated for each im-
age. Later, through the evaluation of the pooled classifiers,
linear SVM and RDF classifiers are found biased towards
male and female gender-attribute, respectively. The selected
classifiers are completely in-line with the findings as re-
ported in Table 8. We postulate that the fusion of informa-
tion of these biased classifiers which have strong confidence
in their respective genders can rescind the impact of gender
attributes even in the presence of an unseen acquisition en-
vironment. Hence, in turn, this annulment can provide us
with a fair presentation attack detection classifier. The pre-
diction probabilities of the selected classifiers are concate-
nated together to form a score vector of dimension n × 2,
where n is the number of training images and 2 represents
the score of both classifiers on a single image. Once the
fused score vector is obtained, a PAD classifier is trained on
that for the final robust iris presentation attack detector. At
the time of testing, an image is passed through the first level

Train Test Classifier Male Female Diff.

IN

IN
SVM-L1 97.73 97.87 0.14
RDF-L1 95.86 95.42 0.44
SVM-L2 97.82 98.09 0.27

OUT
SVM-L1 85.90 86.81 0.91
RDF-L1 83.38 81.41 1.97
SVM-L2 88.69 88.27 0.42

OUT

IN
SVM-L1 92.07 93.45 1.38
RDF-L1 88.32 87.80 0.52
SVM-L2 93.98 94.47 0.49

OUT
SVM-L1 95.16 95.43 0.37
RDF-L1 94.64 94.43 0.21
SVM-L2 95.37 95.52 0.15

Table 9. Iris presentation attack detection accuracy (%) of the pro-
posed de-biased algorithm. L1 and L2 represents the level of
the classification stage as shown in Figure 5. The robustness of
the proposed algorithm (SVM-L2) can be seen from the signifi-
cant improvement in accuracy under unseen environment training-
testing conditions. Diff. shows the difference in the accuracy be-
tween both the genders which shows the proposed L2 classifier
gives equal importance to both the genders and significantly bias
free than L1 classifiers.

(L1) classifiers (SVM and RDF), which produces the initial
decision probabilities which passed to the second level (L2)
PAD classifier for the final prediction of the image.

Table 9 shows the detection accuracy on the best per-
forming CNN architecture, i.e., DenseNet features when
utilized with first level SVM and RDF classifiers and second
level (proposed) SVM classifier. It is observed that when
the seen environment images are used for testing, the pro-
posed approach shows lower improvement due to less dif-
ference in the accuracy; however, in unseen environment
testing settings, the proposed multi-level fusion algorithms
yield significant improvement and demonstrated the gender
impact nullification. For example, when the indoor (IN)
images are used in the training and outdoor (OUT) images
are used in the testing, the best classifier at level 1 yields
85.90% and 86.81% detection accuracy on male and female
classes, respectively. When the proposed multi-level classi-
fier is used, the accuracy improves to 88.69% and 88.27%
for the male and female classes, respectively. Interestingly,
the accuracy difference between the male and female at
level 2 classification is close to zero, in comparison to the
first level gender favoring classifiers. It shows the proposed
multi-level fusion algorithm yields better accuracy, nullifies
the impact of gender attribute in PAD and improves overall
performance as well, generalized in the cross-environment,
and is ‘bias-free’. Figure 6 shows the equal error rate (EER)
performance of the gender favor level 1 classifier and de-
biased level 2 proposed classifier. Similar to the detection
accuracy, in most of the cases, the EER shows improvement
when the level 2 fusion of the gender-specific classifiers is
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Figure 5. Robust iris presentation attack detection algorithm based on the fusion of classifiers biased (inclined) towards particular gender
covariate. Among the pool of classifiers, the classifiers favoring individual gender covariate is selected and their prediction probabilities
are fused together to train a classifier which has no gender bias covariate.

Figure 6. EER (%) of the proposed de-biased/fair iris presentation attack detection (IPAD) algorithm. Left and right figure shows the IPAD
performance in seen and unseen environment training-testing, respectively. The level 2 SVM classifier shows the significant improvement
especially when the testing environment is unseen from the training environment. This establish the robustness of the proposed solution.

performed.

7. Conclusion and Impact

This paper presents a detailed gender-bias study on mul-
tiple iris presentation attack detection algorithms. It is ob-
served through the proposed study that in the case of bal-
anced gender training, there might not be a gender-bias
issue in the iris presentation attack detection algorithms.
However, other factors such as image acquisition environ-
ments play a significant role in the existence of accuracy
differences between genders. The proposed research also
presents a robust iris presentation attack detection algorithm
to bridge the gap between the difference between the ac-
curacy of genders. An important point we would like to
highlight is the need for multiple databases captured in both
controlled and unconstrained environments. It is seen from
this study that cross-environment training-testing creates an
extra challenge in the detection and the lack of multiple
databases significantly limits the progress in the field.

Impact of bias/fairness in machine learning models is a
major concern across areas including biometrics and com-

puter vision. While this research focuses on iris PAD,
bias/fairness issues of other defense algorithms protecting
critical security mechanism is a serious threat. Therefore,
we assert that being the first large-scale study has a lot of
potentials to advance bias-free future research.
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