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Abstract

The costly process of obtaining semantic segmentation
labels has driven research towards weakly supervised se-
mantic segmentation (WSSS) methods, using only image-
level, point, or box labels. Such annotations introduce limi-
tations and challenges that results in overly-tuned methods
specialized in specific domains or scene types. The over re-
liance of image-level based methods on generation of high
quality class activation maps (CAMs) results in limited ap-
plicable dataset complexity range, mostly focusing on ob-
ject centric scenes. Additionally, the lack of dense anno-
tations requires methods to increase network complexity to
obtain additional semantic information, often done through
multiple stages of training and refinement. Here, we present
a single-stage approach generalizable to a wide range of
dataset complexities, that is trainable from scratch, without
any dependency on pre-trained backbones, classification, or
separate refinement tasks. We utilize point annotations to
generate reliable, on-the-fly pseudo-masks through refined
and spatially filtered features. We are to demonstrate SOTA
performance on benchmark datasets (PascalVOC 2012), as
well as significantly outperform other SOTA WSSS methods
on recent real-world datasets (CRAID, CityPersons, IAD,
ADE20K, CityScapes) with up to 28.1% and 22.6% perfor-
mance boosts compared to our single-stage and multi-stage
baselines respectively.

1. Introduction

The fundamental computer vision task of semantic seg-
mentation seeks to assign class labels to specific pixels in
a given input image. The rapid development of deep learn-
ing methods has resulted in significant progress in perfor-
mance [1, 2], stability [3], and accessibility [4, 5] of seman-
tic segmentation algorithms, often seen in real world appli-
cations such as autonomous vehicles [6], precision agricul-
ture [7], medical diagnosis [8], image restoration and edit-
ing [9], sports [10], and remote sensing [11, 12]. While
such algorithms provide insightful information about the
scene, it requires large amounts of pixel-wise labeled data
[13, 14], which is often expensive and time consuming to
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Figure 1: Scene complexity qualitative illustration of com-
mon datasets with respect to complexity parameters count,
scale, and diversity. Current SOTA has largely only ex-
plored datasets within the purple highlighted region, mainly
reporting on the object-centric dataset Pascal VOC 2012.
This works aims to expand the applicable scene complexity
ranges (highlighted in gray) for WSSS. Best viewed in color
and zoomed.

collect [15]. To alleviate this requirement, recent efforts
have focused on weakly supervised semantic segmentation
(WSSS) using image-level [16, 17, 18, 19], center point
[15, 20], scribbles [21, 22], or bounding box [23] labels.
The balance between cost and utilization is essential in de-
termining what kind of annotations are needed. Image-level
annotations may be cheap to produce, but are not general-
izable to complex scenes and require more complex, multi-
stage networks not practical for real world applications. On
the other hand, pixel-wise annotations may be too expensive
and time consuming as an up-front cost.

In this work, we define the complexity of a scene based
on three main parameters: diversity, scale, and count. Di-
versity measures the homogeneity of the dataset, e.g. a
blood cell dataset is homogeneous while ImageNet [24] is
more diverse. Scale measures the average area objects oc-
cupy in images, and count measures the average frequency
objects appear in a given image. We consider a scene com-
plex when it is at extreme ends of ranges of two parame-
ters or more. For example, complex scenes may have many
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small instances of the same object, or they may have many
different objects. A visualization of those parameters with
example datasets is shown in Fig. 1.

Current SOTA methods address different levels of com-
plexity with different approaches. The more complex
tasks of high count or diverse segmentation require points,
bounding boxes, or pixel-wise annotations [25, 26, 27, 28],
while object centric segmentation [29, 30] can be achieved
with image-level labels alone. This results in overly-tuned
methods that suffer significant performance degradation
on scenes outside of their distributional scene complex-
ity. More specifically, image-level based methods depend
on class activation maps (CAMs) [31, 32, 33] to obtain
pixel-wise coverage and localization of objects in the scene.
CAMs are features generated from a pre-training classifi-
cation procedure, and are often noisy, and only cover the
most discriminating parts of objects under ideal complexity
conditions. However, once object counts increase, object
scale decreases, and/or class diversity changes, the quality
of CAMs are significantly degraded, often beyond utility
[16]. Even when changing only one parameter, such as with
images that have few (or binary) object labels (low diver-
sity), the classification pre-training procedure becomes too
easy, and while the resulting coarse CAMs (from image-
level labels) are enough for classification, they are insuf-
ficient for localization and/or segmentation and therefore
produce poor pseudo-masks. For that reason, SOTA image-
level based methods have only focused on datasets within
the highlighted complexity range illustrated in Fig. 1, with-
out little focus on more complex semantic segmentation
datasets such as ADE20K [13] or CityScapes [34]. On the
other hand, current methods that use point supervision em-
ploy strong implicit assumptions on object scale [35, 36]
or dataset diversity [20, 37]. Here, we propose a method
that significantly increases the applicable dataset complex-
ity range without making strong assumptions.

Another element that increases our method’s versatility
and applicability is its single-stage, end-to-end train-ability.
The importance of single stage has been recently recognized
with developments in segmentation [19, 38, 39], pose esti-
mation [40, 41], object detection [42, 43, 44, 45, 46], image
retrieval [47], and image generation [48]. To understand
why this is significant for our task, we consider the com-
monly featured image-level based WSSS methods, pipeline,
and resulting weaknesses. Image-level based methods often
require computationally expensive stages such as training of
multiple networks, region proposal generation, and refine-
ments. These methods are referred to as multi-stage WSSS
since they include multiple stages of training and evalua-
tion before performing final inference. Such multi-stage re-
quirements make adaptation to new datasets more difficult.
Any change in data distribution requires significant effort,
and approaches such as online learning [45, 49] become im-

practical to adapt. Additionally, the entirety of the method
requires all elements in the multi-stage pipeline to work,
and individual module failures may affect the entire system.
For example, the failure of pre-training stages (i.e. training
a classifier for CAM generation) on low diversity scenes
would cause the entire system to under-perform even if the
refinement module provides utility under those complexity
parameters. In contrast, our method eliminates the depen-
dency on prior pre-training and refinement tasks, achieving
competitive performance in a single-stage approach.

This work presents a versatile single-stage WSSS ap-
proach applicable for datasets in large range of complexi-
ties, independent of object counts, scale, or dataset diver-
sity. Our method can be trained in a single stage, without
separate pre-training, refinement, or evaluation stages, mak-
ing it flexible and extendable in application driven systems.
We choose to use point annotations since, while only cost-
ing an additional 2 seconds per image in annotation time
(20.0 sec/image compared to 22.1 sec/image on average for
PascalVOC [15]), it provides spatial information essential
for correctly localizing and segmenting objects in complex
scenes. The method comprises two main novel contribu-
tions. First, a point generator module that transforms few
points to many points using a basic intuition: Given a user-
defined object point, the task of sampling another object
point is not so hard. In fact, classical work on random
walks in image segmentation can be re-formulated for this
problem. Our approach is a point augmentation by itera-
tively scattering the original points by small affine pertur-
bations followed by random walks. The point-set obtained
by this iterative scatter-then-walk procedure is termed point
blot, analogous to ink blot. The resulting point blot has
significantly more utility compared to the original point-
clicks, and is entirely deterministic (no training required).
The second contribution in our framework is the expanding
distance fields, a new instantiation of the classic distance
fields [50], which acts as a spatial attention filter to ensure
captured features are spatially accurate. When considering
early training iterations of an un-trained network, outputs
are expected to be noisy and unstable, producing unreliable
pseudo-masks. To mitigate such errors, our expanding dis-
tance fields module filters spatially inaccurate feature acti-
vations which stabilizes training by preventing accumula-
tion of bias in generated pseudo-masks. Lastly, we present
our adaptation of pixel adaptive convolution layers to de-
terministically refine features such that local consistency is
preserved in output features and subsequent pseudo-masks.

2. Related Work
2.1. Semantic Segmentation

Semantic segmentation is a dense image prediction task
that predicts class labels for every pixel in a given im-
age. The quick progress in deep learning and convolutional
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neural networks [51] has powered the development of the
fully convolutional network (FCN) [2], which is the ba-
sis to many current SOTA semantic segmentation methods
[1, 3, 52, 53]. Typical design of semantic segmentation net-
works utilize encoder-decoder architectures, in which deep
features are learned, and up-sampled to match the input
image size. More recent work improve this base design
by incorporating skip connections [3], contextual informa-
tion [53], self-attention mechanisms [54], enlarged recep-
tive fields [52], pyramid pooling [1, 55], and refiner net-
works [56]. While those networks often provide SOTA
performance, they still require expensive, fully supervised
ground truth.

2.2. Class Activation Maps and Region Proposals
The activated neurons of a deep learning network with

response to an input image are called class activation maps
(referred as CAMs or attention maps) [31]. They represent
regions the network finds most distinctive for a given class
label. Initial work leveraging CAMs were used for object
localization [31, 32, 57, 58, 59] and network interpretability
[33], but were recently adopted for semantic and instance
segmentation tasks [16, 17, 18, 60]. Most approaches uti-
lize CAMs, region proposals, or auxiliary data to generate
pseudo-masks for segmentation methods. Since CAMs tend
to be noisy and irregular in shape, much focus in the WSSS
domain has been devoted towards refining outputs to im-
prove CAM coverage accuracy and consistency [61, 62].

2.3. Weakly Supervised Semantic Segmentation
The majority of work done in the WSSS domain is ac-

complished in a multi-step process: train a classification or
segmentation network, apply the network on the training set
to extract CAMs, which are then refined and thresholded
before used to train a separate segmentation network. Early
work such as BoxSup [23] utilize bounding boxes to update
pre-defined region proposals to generate ground truth masks
for the training set. AffinityNet [18] leverages image level
labels to generate affinity labels obtained through selection
of high confidence points on amplified CAMs. Similarly,
PRM (Peak Response Map) [16] back-propagates through
local extrema points in attention maps to generate instance-
wise pseudo-masks. Additional methods [17, 29, 60, 61, 63]
follow a similar multi-stage approach using image level la-
bels for pseudo-mask generation. As mentioned before, and
as presented by [16], image-level based CAMs significantly
degrade with respect to scene complexity, often beyond
utility to any downstream tasks. For that reason, image-
level based WSSS methods have focused on low complexity
scenes.

The weaknesses of image-level driven WSSS methods
were also recognized by recent point [35, 64, 65], box [66],
and scribble [67] based methods. [35] segments build-

ings from overhead images in a single stage, but requires
both building center point annotations and estimated radius
around the point that captures the building. [65] employs
point annotations and four separate networks structured as
a teacher-student architecture, with two teacher networks
and two student networks. Apart from the high network
complexity, each network requires separate training and re-
finement before generating pseudo-masks.

2.4. Single Stage WSSS Learning
Single stage WSSS methods [19, 29, 30] are less com-

mon due to the challenge of implicitly obtaining reli-
able spatial and contextual information from weak labels.
Triple-S [20] uses point supervision and shape priors as spa-
tial and contextual cues for the network. However, the use
of shape priors is highly restrictive, and explicitly provides
spatial and contextual information to the network, mak-
ing the method too task specific. In contrast, Araslanov et
al. [19] train a segmentation-aware classification network
using normalized global weighted pooling (nGWP), iter-
ative mask refinement, and focal mask penalty. Normal-
ized global weighted pooling allows concurrent classifica-
tion and segmentation training, while the output mask pre-
diction is iteratively refined using Pixel Adaptive Convo-
lution (PAC) layers introduced in [68]. While [19] shows
significant improvement in single stage WSSS, the method
requires a pre-trained backbone to achieve good perfor-
mance, and as shown by our experiments, is not general-
izable to more complex datasets. Pre-trained backbones
(trained on the benchmark dataset or similar) are essentially
trained classification networks, similar to what is used in
multi-stage methods. The utility of pre-trained weights re-
moves biases and randomness present during initial training
steps, allowing for superior pseudo-mask generation, “skip-
ping” the challenging stage of generating pseudo-masks in
early iterations. Without the pre-trained weights, generated
pseudo-masks would be significantly worse, degrading seg-
mentation performance, and propagating bias in the learn-
ing process. Generally, as seen in [32, 33], a trained classifi-
cation network provides “free” localization of the objects by
locating peaks in class activation maps. Such localization
would not be available unless the backbone is pre-trained, or
trained first. In contrary, our method is generalizable to any
dataset, and is trainable from scratch. Similar to [19], we
also utilize Pixel Adaptive Convolution layers [68] for fea-
ture refinement, and subsequent pseudo-mask generation.

3. Pseudo-Masks from Points
The motivation behind our method is to obtain reliable,

on-the-fly pseudo-masks from initial points to train a se-
mantic segmentation network. Intuitively, the better the
ground truth labels, the better the network’s performance.
Pseudo-masks are typically obtained through some thresh-
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olding of high confidence (high activation) features. When
training from scratch, such features tend to be noisy, and di-
rectly thresholding such features will generate poor pseudo-
masks which will result in sub-optimal training and perfor-
mance. We address that challenge by using the Expanding
Distance Fields module (section 3.2), which filters wrongly
activated regions, and captures and amplifies correctly ac-
tivated regions. It also introduces a new aggregation ap-
proach and expansion mechanism that alleviates overfitting
to features around ground truth points. We also employ a
Point Blot Generator (section 3.3) and its point blot output
to provide superior utility compared to points alone, captur-
ing additional locally available contextual information, and
accelerating training progress. As seen in Figure 3, we in-
corporate a feature refinement network (section 3.1) to work
in tandem with our Expanding Distance Fields to produce
intermediate pseudo-masks, which are superimposed with
point blots to make the final pseudo-masks for supervision.

3.1. Pixel Adaptive Convolution Refinement Network

We construct our Pixel Adaptive Convolution Refine-
ment Network (PAC Refinement Network or PAC Refiner)
using a sequence of pixel adaptive convolution layers in-
troduced in [68]. PAC layers allow for dynamic modifi-
cation of kernel weights based on some underlying condi-
tions, and are commonly used in feature refinement work
[19, 69, 70, 71, 72, 73] with user-defined kernel functions.
Here, we use PAC layers to dampen activated regions in
the output features that are not locally consistent. Our PAC
Refinement Network considers the local similarity between
a given pixel and its neighbors measured by the euclidean
distance. We seek to amplify local features when a pixel is
similar to its neighboring pixels, and dampen local features
when a pixel is dissimilar to its neighboring pixels. We use
local standard deviation in color space and mean in feature
space to normalize kernel weights and avoid over amplifica-
tion. Consider image input X∈R3×H×W , network output
x̃∈RC×H×W , and corresponding softmax x̃s∈RC×H×W ,
where C,H ,W represent the number of classes, height, and
width. A single pixel adaptive convolution layer forward
pass generates a scalar matrix M ∈ RC×H×W with local
elements in M determined by the adaptive convolutional
kernel function:

kc,i,j = − (Xi,j −Xl,n)
2

σi,j
µc,i,j , (1)

where (i, j) correspond to the current location of kernel k
for class c, (l, n) represent all neighboring pixels of (i, j)
within the kernel, σi,j is the standard deviation of the cur-
rent kernel region in X , and µc,i,j is the mean value of the
current kernel region in x̃s for class c. This kernel function
ensures high kernel values when the center pixel is similar
to its neighbors (amplifier), and low kernel values when the
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High similarity of center 
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Figure 2: PAC Refinement Network example and intu-
ition. Given features x̃ and input image X , our refinement
network seeks to generate a scalar matrix Mc for class c
(class ”cow” in the example above) such that locally con-
tained high similarity regions are amplified, and low sim-
ilarity regions are dampened. In this example, we select
a region over an edge which contains high activation over
locally inconsistent region in color-space (brown cow and
green grass). The normalized euclidean distance kernel
with various kernel parameters (kernel size, dilation, stride)
determines the dampening or amplification effect over that
region for a given class. Best viewed in color and zoom.

center pixel is dissimilar to its neighbors (dampener). Then,
we further dampen the kernel weights when standard devi-
ation is large or activation is low as a normalization mech-
anism. Note that the mean of x̃s cannot amplify the fea-
tures, but only dampen them. This effect can be seen in Fig.
5, where the activated features around the bird are locally
inconsistent with the corresponding color space input, and
therefore dampened. A visualization of this process is also
shown in Fig. 2. For L layer network, we generate L scalar
matrices, each constructed with different PAC parameters
(kernel sizes, dilations, and strides). We then sequentially
multiply (per class) the L matrices with our output features
to obtain the refined features x̃refined:

x̃refined = ML−1ML−2 · · ·M0x̃. (2)

Note that since kernel weights are functions of local
color and feature statistical representation (standard devia-
tion and mean), the refined features are the output of a single
forward pass of the network. There are no learned weights
in this operation, making it computationally inexpensive.

3.2. Expanding Distance Fields

Expanding Distance Fields aim to impose global consis-
tency and correct localization in the refined feature space
(obtained from 3.1) by leveraging background, if available,
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and object point annotations (also referred to as negative
and positive points respectively) to generate distance fields
(section 3.2.1). These distance fields are then updated by
our expansion mechanism (section 3.2.2) which allows the
distance field to incrementally incorporate more refined fea-
tures into the final output.

3.2.1 Distance Field Aggregation

The use of distance fields [50], which converts a masked
image (Yp) to a distance-based grayscale with intensities
depicting its nearest similarly labeled neighbor, is common
in interactive segmentation methods [74, 75, 76], where it
is used as auxiliary data produced from user inputs such as
points and scribbles. Here, we use it as a point-guided fil-
ter to enforce object localization consistency in the refined
features and subsequent generated pseudo-masks. Our us-
age of distance fields filters is essential in stabilizing train-
ing in early iterations, during which output features lack
sound structure and localization to make reliable pseudo-
masks. Distance fields are computed by taking the mini-
mum Euclidean distance between a given point and the rest
of same class points present in the scene. Given image
X ∈ RH×W×3 and ground truth points Yp ∈ RH×W×1,
where Yp(i, j) ∈ {0, 1, · · · , C}, we use Yp to obtain class-
wise distance fields D ∈ RC×H×W , where C is the number
of classes. For example, to generate a distance field Dc for
some class c, we compute the value of D(c, i, j) at loca-
tion (i, j) with respect to all other points, {(a, b) : (a, b) ∈
Yp, (a, b) ̸= (i, j)}, using

D(c, i, j|Yp) = min
∀(a,b)∈Yp,(a,b)̸=(i,j)

dist(pc,i,j , pc,a,b) (3)

where pc is a point in Yp that belongs to class c, and dist is
the euclidean distance. We repeat this for all classes in the
image to obtain D ∈ RC×H×W , including for background
points. If background points are not provided and/or cannot
be obtained, we consider all other points that don’t belong
to class c as background for D¬c. Typically, such distance
fields are concatenated to the input image of interactive seg-
mentation methods. Instead, we leverage the distance fields
to enforce object localization consistency on intermediate
pseudo-masks. We invert the normalized background dis-
tance field D¬c, and perform element-wise multiplication
with all other distance maps:

Dc = (1−D¬c)⊙Dc ∀ c ∈ {1, · · · , C} (4)

Inverting D¬c imposes low values in regions known to be-
long to the background class. By taking the element-wise
product between D¬c and all other distance maps, we re-
move regions in Dc that may be ambiguous or inconsistent
with the underlying object’s location. This can be observed
in Figure 5, where the wrongly activated region (marked
with a red box) is dampened by the distance field.

Expanding Distance Fields
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intermediate 
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Transform
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Figure 3: Pseudo-Masks from Points (PMP) overall ar-
chitecture. Input image is fed to a fully convolutional net-
work, and supervised by a pseudo-mask generated by the
Expanding Distance Fields and Point Blot Generation mod-
ules. The network’s output softmax features, Tildexs, are
fed to our PAC Refinement Network to be refined with ac-
cordance to local statistics of underlying features and color
distributions. Then the refined features, x̃refined are multi-
plied element-wise with the expanded distance fields, which
are calculated using ground truth points Yp (composed of
negative and positive points corresponding to background
and objects) , and thresholded to make intermediate pseudo-
masks, which are superimposed with point blot masks Ym

to make the final pseudo-mask. When training a network
from scratch, early iterations tend to be unstable, produc-
ing noisy outputs and therefore unreliable pseudo-masks.
Our novel Expanding Distance Fields allow from-scratch
training by preventing accumulation of error in generated
pseudo-masks. Best viewed in color and zoomed.

3.2.2 Expansion Mechanism

Using points as seeds to create distance fields inherently
creates bias towards the regions around those seeds, es-
pecially when objects are large. For that reason, we em-
ploy our novel expansion mechanism, which aims to repre-
sent increasing dependability of the model by adaptively in-
creasing the spatial region in which features may pass. Typ-
ically, early training iterations tend to produce noisy out-
puts, which are spatially filtered by the Expanding Distance
Fields. As training progresses, better output feature repre-
sentations are expected, and therefore less vigorous spatial
filtering is required. If the distance fields are used alone
without the expansion mechanism, the intermediate pseudo-
masks tend to provide partial coverage for images with large
objects, only focusing on the region around the seed points.
Instead, we define an expansion confidence score, Escore
as a function of the network’s learning progress. In initial
stages of training, we consider the seed point as the pixel
with highest confidence, corresponding to the value of 1. As
the network learns features corresponding to that class, we
incrementally lower the highest confidence threshold. By
doing so, we expand the distance field from the seed point
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Image Ground Truth Point Blot Pseudo-Mask

Figure 4: Qualitative results of our generated pseudo-
masks and point blots on Pascal VOC [77] training set. Our
method provides pseudo-masks converging towards fully-
supervised ground truth, allowing for better performance,
even when training from scratch. Pixels with low certainty
(not color coded) are ignored. Dark gray pixels represent
background class. Best viewed in color and zoomed.

outward, essentially enlarging the region of high confidence
and allowing more refined features in to be included in the
output. Formally,

γ =
L(e−1)

L(e)
− 1, (5)

Escore = Escore +max(min(γ, η), ω), (6)

where L(e) is the accumulated loss at epoch e, γ is the im-
provement ratio between the current and previous epochs,
and η and ω are the upper and lower limits for confidence
improvements to be added to Escore at that epoch. Note
that performance degradation at a given epoch will result
in a lower confidence score for the next epoch. We use the
confidence score to modify our distance map aggregation
by adding it to the distance fields, and clipping any values
below 0 and above 1 as follows,

Dc,x,y =


1 if Dc,x,y + Escore ≥ 1

0 if Dc,x,y + Escore ≤ 0

Dc,x,y + Escore otherwise
(7)

where x and y represent all possible locations of dis-
tance field for class c. Classes not present in the image
are ignored. Note that we use different expanding confi-
dence scores for the background and the objects, and the ob-
ject expanding scores increase 2 times faster than the back-
ground expanding score. The importance of this module
is also visually demonstrated in the supplementary material
through epoch-by-epoch distance field instances and their
corresponding pseudo-masks.

E D

Expanding Distance Fields PAC Refinement Network

Output 
Features

Input 
Image

Expanding Distance Field Refined Features Filtered and Refined Features

Figure 5: Expanding Distance Fields and PAC Refine-
ment Network joint utility example on Pascal VOC 2012
[77]. The network output features are fed to the PAC
Refiner, which output is multiplied element-wise with the
expanding distance fields obtained from point annotations
and expansion confidence score. Observe that the rock is
wrongly activated for the bird class, which is dampened by
the expanding distance field. The regions highlighted by
the red dash boxes indicate wrongly activated regions and
their dampened outputs. The final output is thresholded to
make the intermediate pseudo-mask. Best viewed in color
and zoomed.

The final step of the Expanding Distance Fields module
performs an element-wise product between the refined fea-
tures and the aggregated distance fields, followed by thresh-
olding, to obtain the final pseudo-mask. Since the PAC re-
finement network only smooths and ensures local consis-
tency, without global perspective, it often has activated re-
gions that are not part of the objects. By multiplying its
output with the aggregated distance fields, we spatially con-
strain the class activation maps to regions determined to be
relevant by the distance fields. This is visually demonstrated
in Figure 5 which shows the transition between each stage
up to the final pseudo-mask.

3.3. Point Blot Generator

The purpose of this method is to generate a set of new lo-
cal ground truth pixels from image X , and annotated points
Yp through iterative operations of perturbations and random
walks over the input image X . The set of new ground truth
pixels, named point blots, capture neighboring pixels that
are “obviously” part of the object. Such additional pixels
are essential in the early iterations because they provide re-
liable baseline pseudo-masks before the network is able to

5959



CRAID [20] CityPersons [78] IAD [79] ADE20K [13] CityScapes [34]

Sup. # of stages mIoU (%)

DeepLab-v3 [1] F 1 81.3 80.7 82.4 45.5 78.8

AffinityNet [18] I 4 49.8 49.7 53.8 0.7 8.2
PDML [80] P 4 - - - 19.6 -
SEAM [61] I 4 54.3 51.1 58.2 2.8 17.3

Triple-S [20] P,D 1 68.7 - - - -
Araslanov et al. [19] I 1 54.9 48.2 57.6 2.0 11.8

Ours P 1 72.1 62.8 72.4 16.4 39.9

Table 1: mIoU (%) accuracy on CRAID [20], CityPersons [78], IAD [79], ADE20K [13], and CityScapes [34] validation
sets. F , I, B, S, P , and D represent full, image, box, saliency, point, and prior data annotations respectively. Our method is
generalizable to arbitrary datasets, significantly outperforming our single-stage and multi-stage weakly supervised baselines
on the selected real world datasets.

generate meaningful features. The role of these point blots
decreases as the intermediate pseudo-mask generated by the
PAC Refiner and Expanding Distance Fields improve.

Let image X ∈ RH×W×3 and ground truth points
Yp ∈ RH×W×1 be an input sample to the Point Blot Gen-
eration module. We obtain an initial mask, Ym, using a ran-
dom walk over X with Yp as seeds. Then, we perturb Yp

using a random affine transformation to obtain new points
Ỹp, which are used as seeds for a random walk over X to
generate a candidate mask Ỹm. While we can guarantee that
all points in Yp lay on the correct objects, we cannot assume
the same for Ỹp, and consequently cannot assume that Ỹm

is a good candidate mask as a whole. Instead, we partition
Ym and Ỹm into current and candidate blobs, B, B̃, using
the connected component algorithm [81], with each current
blob b ∈ B corresponding to a candidate blob b̃ ∈ B̃. We
then calculate the Kullback–Leibler divergence (KLD) dis-
tance [82] between the distributions of the underlying image
features enclosed by the pixels of b and b̃. A candidate blob
is accepted as an expansion to its corresponding current
blob if it fulfils two requirements: 1) the KLD distance is
smaller than threshold ϕ, and 2) the intersection over union
of b and b̃ is above threshold δ. This set of perturbations is
repeated for t iterations with increasing perturbation inten-
sity, in which random affine transformations sample from
increasing ranges of rotations and translations. The KLD
distance ensures that color intensity distribution of pixels in
blobs are similar to each other, while the intersection over
union threshold requires that we expand gradually, without
creating disjoint blobs. The increased perturbations also en-
sure that we first explore neighboring regions to obtain suc-
cessive expansion.

The point blot generation pipeline can be seen in Figure 1
in the supplementary material, and output samples in Figure
4. The method allows us to capture additional neighboring
pixels around points without sacrificing excessive computa-
tion resources, increasing computational time per iteration

by roughly 18.74% (with parameters described in the sup-
plementary material).

4. Experiments
We train and evaluate the performance of our method on

six datasets: Pascal VOC 2012 [77], Cranberry from Aerial
Imagery Dataset (CRAID) [20], CityPersons [78], Inria
Aerial Dataset (IAD) [79], ADE20K [13], and CityScapes
[34]. The first is to illustrate our method’s performance
on a standard benchmark dataset, and the rest are exam-
ples of real world applications within various complexity
ranges. While standard benchmark datasets are essential for
baseline efficacy assessment, we want to demonstrate our
method’s generalizability and versatility in domains more
common in real world applications. For our baselines, we
report formal performance metrics if a performance is re-
ported for the dataset. If performance is not reported on a
given dataset and implementation is publicly available, we
follow training and evaluation procedure in accordance to
the method’s reported approach and record the best per-
forming result. Methods that don’t have publicly avail-
able implementation and don’t report on any of the com-
plex datasets are not reported in Tab. 1. We provide imple-
mentation details, pseudo-code, and datasets details in the
supplementary material.

5. Results
Table 1 demonstrates the wide range of applicable com-

plexities of our method, which performs significantly bet-
ter than our single-stage baselines ([19]) on the CRAID,
CityPersons, IAD, ADE20K, and CityScapes datasets. Our
method significantly outperforms our image-level single-
stage baseline by up to 28.1% across datasets, and our best
image-level multi-stage baseline by up to 22.6%. While
PDML [80], our multi-stage point-supervision baseline,
achieves better performance on ADE20K by 3.2%, it re-
quires 4 separate stages of training and a significantly more
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Image Ground Truth Ours Image Ground Truth [19] Ours
Figure 6: Qualitative results of our method on Pascal VOC 2012 [77] (left, first row), ADE20K [13] (left, second row),
CityScapes [34] (left, third row), CRAID [20] (right, first row), IAD [79] (right, second row), and CityPersons [78] (right,
third row) trained with points. Observe that our method provides significantly more refined predictions than our single-stage
baseline (trained on image-level) on real world datasets (right side). Best viewed in color and zoomed. Dark gray pixels
represent background class.

complex architecture. On the other hand, our method only
requires a single stage and still obtains competitive perfor-
mance. It can be seen that current single and multi stage
WSSS methods struggle to maintain performance on data
outside the benchmark complexity distribution. The poor
performance of image-level label driven methods, single or
multi stage, stems from the dependency on the preceding
classification task to provide good class activation maps es-
sential for localization. As the scene complexity changes,
the quality of activations maps exponentially decreases, and
so are resulting pseudo-masks. When the images have few
(or binary) classes, the classification task becomes too easy
which results in coarse feature outputs and sub-optimal lo-
calization and CAM coverage. The feature quality degrada-
tion greatly worsens with respect to the number of objects
in the scene, making binary scenes such as in CRAID and
CityPersons, which have large counts of small objects, in-
creasingly difficult for any method using image-level labels
for segmentation. This can also be observed in the qual-
itative results, with our baseline producing coarse outputs
for CRAID and CityPersons datasets. In contrary, images
in Pascal VOC 2012 have an average of 2.37 objects per
image, making it easier to generate features without signif-
icant spatial guidance. Thorough empirical analysis of per-
formance degradation of image-level based methods with
respect to object sizes and counts is discussed in [16].

While not the focal point of this method (as an
application-driven method), we also present a comparison
between SOTA baselines (excluding CRF post processing)

and our method on the Pascal VOC dataset in Table 4 of the
supplementary material. In the single-stage approach, our
method outperforms [19] by 1% on validation and 0.3% on
test sets, even though we train our network from scratch,
while [19] uses a pre-trained backbone. It is important to
note that, as shown in [31, 32, 33], localization is “free”
when a trained classification network (i.e. pre-trained back-
bone) is available. From our experiments, without the us-
age of a pre-trained backbone, [19] performs significantly
worse. By using points our method can be used in broader
complexity ranges and on non-standard datasets without in-
curring significant additional annotation costs. Ablation
study and additional quantitative and qualitative results of
our method for all datasets are available in the supplemen-
tary material.

5.1. Conclusion

This paper presents a practical single-stage WSSS
method applicable to non-standard datasets for which pre-
trained backbones are not available, or pre-training classifi-
cation task is insufficient. By utilizing our expanding dis-
tance fields and point blots, our method is able to achieve
SOTA performance on the benchmark dataset as well as sig-
nificantly better performance than single-stage SOTA meth-
ods on real-world and application-driven domains.
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