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Abstract

With the continuous development of Convolutional Neu-
ral Networks (CNNs), there is an increasing requirement
towards the understanding of the representations they in-
ternally encode. The task of studying such encoded rep-
resentations is referred to as model interpretation. Efforts
along this direction, despite being proved efficient, stand
with two weaknesses. First, there is low semanticity on the
feedback they provide which leads toward subjective visual-
izations. Second, there is no unified protocol for the quanti-
tative evaluation of interpretation methods which makes the
comparison between current and future methods complex.

To address these issues, we propose a unified evalua-
tion protocol for the quantitative evaluation of interpreta-
tion methods. This is achieved by enhancing existing inter-
pretation methods to be capable of generating visual expla-
nations and then linking these explanations with a seman-
tic label. To achieve this, we introduce the Weighted Av-
erage Intersection-over-Union (WAIoU) metric to estimate
the coverage rate between explanation heatmaps and se-
mantic annotations. This is complemented with an analysis
of several binarization techniques for heatmaps, necessary
when measuring coverage. Experiments considering sev-
eral interpretation methods covering different CNN archi-
tectures pre-trained on multiple datasets show the effective-
ness of the proposed protocol.

1. Introduction
Convolutional Neural Networks (CNNs) have recently

shown impressive performance in a vast variety of tasks [1,
14, 9]. Up to now, significant efforts have been mounted
towards the justification of the predictions made by CNNs,
i.e. model explanation [25, 8]. See [8, 26, 3, 23, 19, 2] for
surveys on the subject. Comparatively, the task of identify-
ing critical elements of the representations encoded inside a
given model (model interpretation) has remained relatively
unexplored.

Efforts related to model interpretation include the char-
acterization of sparse features encoded in the model that are

Figure 1. Proposed evaluation protocol. The interpretation method
is enhanced to be capable of generating explanation heatmaps
via the feedback provided by the interpretation method. Then,
a set based binarization operation is applied to the explanation
heatmap. Finally, Quantifying Explanation measures the coverage
rate and assigns a semantic label to the explanation heatmap.

relevant for the prediction task [18] and assessing the align-
ment between the activation of internal units and annotation
masks [27]. [7] clusters the activation maps from segmented
inputs. [24] utilizes activation maps to discover topics in the
dataset. [12, 16, 4] learn compressed latent-representations
of activation maps that encode visual patterns.

While these methods have proven effective at providing
insights on the representations learned by a model, they suf-
fer from three weaknesses. First, most of the existing meth-
ods evaluate the provided interpretation feedback in a qual-
itative manner. For instance, by illustrating the aggregation
of visualizations from the identified relevant features [18],
or by visualizing the visual patterns in a few input exam-
ples [7, 24, 12]. In cases [18, 24] where quantitative anal-
ysis is conducted, the analysis focuses on the effect that
the provided interpretations have on the prediction perfor-
mance of the base model. As a result, there is a disparity
in the criteria that the interpretation methods use to evaluate
their feedback. Hence, there is a lack of a unified evalua-
tion protocol for the quantitative comparison of interpreta-
tion methods. Second, with the exception of [27, 6], most
of the existing methods [18, 7, 24, 4, 12] are not capable
of linking semantic labels to their provided interpretation
feedback. This results in visualizations that tend to become
ambiguous or subjective. Finally, while capable of provid-
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ing some visual feedback on the relevant features encoded
by a given model [18, 7, 24, 5, 12], the majority of these
methods do not exploit this information for the explanation
of the predictions made from a given input.

Our Proposal. To address the above weaknesses, this
work puts forward the following four contributions.

First, we propose a procedure to enhance the interpre-
tation methods with the capability of generating an expla-
nation heatmap based on the relevant elements identified
in (or learned from) the latent representation of a given in-
put example. This enables the evaluation of both post-hoc
and interpretable-by-design (aka. inherently-interpretable)
methods. Second, we propose a method for linking the in-
terpretation feedback, produced from the identified relevant
elements, with a semantic label. This is achieved by mea-
suring the coverage rate between the explanation heatmaps
and the annotation masks corresponding to a given input ex-
ample. As part of this procedure, we introduce the Weighted
Average Intersection-over-Union (WAIoU) metric, which
helps measure the overlap between an explanation heatmap
and a given annotation mask. Third, a common practice
when measuring the overlap between a pixel-level annota-
tion mask and a heatmap is to apply a binarization operation
on the latter. We show that thresholds for this binarization
operation are more effective when estimated by considering
multiple heatmaps at a time. This differs from the standard
practice which selects these parameters in a heatmap per
heatmap basis.

The three aspects from above are components of the pro-
posed evaluation protocol for the quantitative comparison
of interpretation methods (Figure 1).

Fourth, as part of our evaluation, we further extended the
CUB-200 dataset by adding part-level segmentation masks
for 70 classes. We hope this new set of annotations (CUB-
701) promotes quantitative comparison w.r.t. future work.

2. Related Work
In this section, we review existing model interpretation

methods regarding four aspects:
Capability of generating explanations. [18] utilizes

Deconvnet with guided-backpropagation [21] to generate
an explanation heatmap from relevant units with a high re-
sponse on a given input image. ACE [7] visualizes seg-
ments of a limited set of examples pertaining to the clus-
tered activation maps. [16, 24] highlight patches in train-
ing examples whose activation maps have high closeness
to the learned ”interpretable” representations. [12] extracts
visual patterns by binarizing the similarity matrix between
learned latent space vectors and encoders embedding maps,
located between the last convolutional layer and the classi-
fier part. [4] generates explanation heatmaps only for those

1https://github.com/hamedbehzadi/
CUB70-PartSegmentationDataset

patches of images in the training set such that their acti-
vations have the lowest Euclidean distance to the learned
prototypes. [5] applies whitening and orthogonality trans-
formations on convolutional filters to increase the distance
between latent spaces learned by the filters. Then, it high-
lights top activated input images as detected concepts for
each transformed filter. As can be seen, with the excep-
tion of [18], these interpretation methods are not capable of
providing explanation feedback for a given input. To ad-
dress this issue, we enhance some of these methods (Sec. 4)
to produce visualizations based on highly activated relevant
units as means of explanation for a given input.

Evaluation Protocol. [18, 7, 4] evaluate the provided in-
terpretation in a qualitative manner. For example, [18] uses
average visualizations generated from the identified critical
units as means to visually illustrate what the network has
actually learned. [24, 12] proposed an evaluation protocol
based on user studies. This type of evaluation not only is
time-consuming, but also can be hard to replicate.

In the case of quantitative analysis, evaluation is accom-
plished with respect to the changes in the model perfor-
mance via different approaches. [18] perturbs identified
relevant units by zeroing their computed feature maps and
tracking the possible reduction in the prediction accuracy.
[7] zeros superpixels, corresponding to the clustered activa-
tion maps in the input examples. Then, it passes the per-
turbed images through the model and considers the output
probability changes as the effectiveness of the clustered ac-
tivation maps. [24] proposes the ConceptShap metric which
includes a completeness score for measuring the contribu-
tion of each learned representation in the output probabil-
ity. As can be seen, there is a disparity in the evaluation
approaches. Some of the followed protocols are tailored
to the inner-workings of the interpretation method they aim
to validate. This makes a uniform quantitative comparison
of interpretation methods problematic. To cope with such
disparity, our proposed evaluation protocol considers the
explanation heatmaps generated from relevant units iden-
tified/learned as part of the interpretation method.

Semantic interpretation feedback. Network Dissec-
tion [27] measures the alignment between activation maps
computed in all the convolutional layers of a given base
model w.r.t. pixel-level annotation masks. Then, the seman-
tic label whose annotation masks have the highest overlap
with the activation map is assigned to the filter that pro-
duced the activations. As a result, a list/histogram is pro-
duced indicating the semantic annotations from the dataset
that were matched by the internal activations of a given
base model. Net2Vec [6] extended this idea to consider a
linear combination of activation maps encoding a semantic
concept instead of using a single activation map. Except-
ing [27, 6], the other discussed works are unable to link the
provided interpretation feedback with a semantic label.
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In contrast to Network Dissection and Net2Vec, our
method differs in the following ways. First, instead of just
using intersection-over-union scores of the covered anno-
tation, we take into account the amount of annotation ex-
amples being actually covered. This is achieved via the
weight term (WAIoU) from Eq. 4, which helps to make the
results from different methods comparable (Sec. 3.2). Sec-
ond, we utilize the metric to measure the coverage rate be-
tween explanation heatmaps and annotation masks; while
Network Dissection and Net2Vec aim to measure the cover-
age between annotation masks and activation maps. Third,
Network Dissection and Net2Vec aim to compare different
CNNs in terms of the number of semantic concepts inter-
nally learned by each filter. In contrast, the proposed evalu-
ation protocol aims to address the fundamental question of
how effective is a given interpretation method at identifying
the relevant latent features encoded in a base model?

Heatmap binarization. [27, 6, 12] follow the com-
mon practice of using a fixed threshold, estimated on an
example-per-example basis, for binarizing each individual
heatmap. Different from these, we define these thresholds
by considering sets of heatmaps (Sec. 3.3).

3. Proposed Evaluation Protocol
The proposed protocol, first, enhances the interpreta-

tion methods to generate a set of interpretation heatmaps.
This is achieved via activation maps related to a given in-
put example and interpretation elements provided by the in-
terpretation method. Second, it generates an explanation
heatmap per input sample using the produced interpretation
heatmaps. Third, the protocol quantifies the explanation
heatmaps by measuring the coverage rate between binarized
explanation heatmaps and annotation masks. As a result of
the coverage rate procedure, the protocol assigns a semantic
label to the explanation heatmaps.

3.1. Interpretation with Explanation Capability

This section describes the procedure of generating vi-
sual explanation from provided interpretations. Consider
D={Xi, Y i,M i}ni=1 a dataset containing n image exam-
ples Xi, their corresponding class labels Y i, and corre-
sponding pixel-wise annotation masks M i,j∈Rw′×h′

with
j one of C pre-defined semantic concepts. Also, consider
Ai∈Rw×h×d as the activation maps produced by the last
convolutional layer resulting from pushing the example Xi

into a CNN model. In the first step of the evaluation pro-
tocol, it is needed to enhance the considered interpretation
method Z to generate visual explanations. These highlight
parts of the input which led to high activation on the iden-
tified/learned relevant units. Hence, we aim to generate an
explanation heatmap Hi∈Rw×h for image Xi.

The procedure of generating explanation heatmaps is
achieved by using the relevant components that have been

identified/learned and use them as means of explanation
(Sec. 4 explains the modifications done on each method).

Consider a set of m interpretation heatmaps
Ri=[r1, r2, ..., rm] (rt∈Rw×h ∀t = 1...m) produced
as a result of employing activation maps Ai (from the last
convolutional layer) and a set of provided interpretation
elements produced by identified/learned relevant compo-
nents. Each interpretation heatmap rt is a distribution
in the activation space with width w, height h, and a
value/response rt(u, v) at location (u, v). Next, we form a
set S including m values computed from the aggregation
of units in each heatmap rt (Eq. 1).

S = {St|St =
∑

u∈w,v∈h

rt(u, v) ∀t = 1...m} (1)

Each element St is considered as a score of its corre-
sponding interpretation heatmap rt. Afterwards, we select
the top-k interpretation heatmaps with the highest score in
the set S and concatenate them, that is Ri′

w×h×K . To gener-
ate an explanation heatmap the maximum response for each
location (u, v) is selected across the K dimension (Eq. 2).

Hi = maxu∈w,v∈hR
i′(u, v) (2)

Finally, to produce the explanation feedback, the result-
ing heatmap Hi∈Rw×h is resized to the size of the image
Xi and superimposed. This helps highlighting the regions
in the input that determine the predicted output.

3.2. Quantifying the Explanation

This section aims at quantifying the semantic coverage
of the explanation heatmap. To do so , the heatmap Hi is
resized to the size of M i,j∈Rw′×h′

and binarized to Bi us-
ing a threshold τbinary, i.e. Bi=b(Hi, τbinary). We further
discuss the selection of this threshold in Sec. 3.3. Then,
the coverage between the binarized heatmap Bi and a given
annotation mask M i,j is measured following Eq. 3.

IoUZ
j =

{ |Bi ∩M i,j |
|Bi ∪M i,j |

∣∣∣C
j=1

}
(3)

where IoUZ
j represents a list containing the Intersection-

over-Union (IoU) values for an interpretation method Z
with respect to annotated semantic concepts j. In order to
compare the coverage of various interpretation methods, we
measure the average of IoU per each annotation in IoUZ

j .
To compute this average, we only consider those values
which exceed a threshold, namely τiou.

It should be noted that the number of selected IoU values
for a given concept j might be different among the inter-
pretation methods. Taking this into account, with the goal
of making the estimated coverage performance value com-
parable across different methods, we compute a weight re-
lated to how well a given method Z covers a given semantic
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concept j. Therefore, given a concept j, we give a higher
weight to the interpretation method that has higher number
of explanation heatmaps whose coverage w.r.t. concept j
exceeds the threshold τiou. This is done following Eq. 4.

WAIoUZ
j =

|IoUZ
j | ∗ 1

|IoUZ
j |Σp=0IoU

z
j [p]

ΣZ
z=0|IoUz

j |
(4)

In this equation, p refers to each element in the IoUZ list.
|•| is the cardinality of a set. The right term of the numerator
indicates the average IoU. The left factor in the numerator,
indicates the weight applied to method z w.r.t the concept
j. The denominator of the fraction shows the summation
of the weight of the methods for the concept j. As evident,
Eq. 4 can be simplified as follows.

WAIoUZ
j =

Σp=0IoU
z
j [p]

ΣZ
z=0|IoUz

j |
(5)

Following this process, each heatmap Hi has a IoU value
(coverage accuracy) per concept j. Then, according to
Eq. 6, the concept label j on which the heatmap Hi has
the highest IoU value is selected as its semantic label.

L(Hi) = arg max
j∈[1...C]

IoU(Bi,M i,j) (6)

3.3. Intensity Thresholding

This section describes the thresholding procedure fol-
lowed to binarize the explanation heatmaps. In order to es-
timate optimal thresholds (τbinary) values, we analyze dif-
ferent values based on the Cumulative Distribution Func-
tion (CDF) computed from heatmaps. Towards this goal,
first, histograms are calculated from the intensity values of
a given heatmap. Second, inspired by [27], a CDF is esti-
mated from the histograms and linear interpolation is ap-
plied on the CDF. The output is an intensity distribution
function that shows the intensity value for different propor-
tion of points on the estimated function. To analyze dif-
ferent intensities as threshold values, we select 10 different
proportions of the points from 0.01% up to 0.1% under the
CDF curve and use their corresponding intensity values as
thresholds to binarize the heatmaps.

We investigate two different scenarios to estimate these
CDFs: In the first scenario, IndivHM, the CDF is estimated
for each explanation heatmap individually.

In the second scenario, SetHM, we estimate the CDF by
considering multiple explanation heatmaps. As mentioned
in Sec. 3.1, the explanation heatmaps are produced by a
combination of the K-top interpretation heatmaps. Hence,
we consider the explanation heatmaps produced with the
same indexes of the interpretation heatmaps (i.e., produced
with same k-top indexes). Afterwards, the CDF estimation

procedure is applied on them. This is different from the first
scenario where the procedure is applied on each explanation
heatmap individually.

4. Compared Methods
This section describes the extensions applied to the fol-

lowing compared interpretation methods (VEBI [18], Topic-
based interpretation [24], and ProtoPNet [4]) for producing
the response Ri (Sec. 3.1).

VEBI. We modify VEBI [18] as follows. First, VEBI
considers the activations of all layers to interpret the base
model. In contrast, Topic-based and ProtoPNet utilize the
activations of the last convolutional layer from the base
model. Hence, for the sake of comparison, we modify VEBI
to just consider the activations of the last convolutional
layer. Second, at test time, VEBI multiplies the aggregated
activations from example Xi from class c by the indica-
tor wc. The indicator, originally, is selected based on the
ground truth label c. We modify this step by considering the
predicted class c′ for selecting the indicator wc′ . The rea-
son for such modification is explaining the model based on
the predicted class instead of ground truth class. In the next
step, the resulted non-zero responses with higher scores are
selected as the relevant layer/filter elements. Finally, origi-
nally, this information is fed to a Deconvnet-based method
with guided backpropagation to generate a heatmap visual-
ization. Instead of Deconvnet-based method, we consider
GradCAM with two reasons. First, guided backpropagation
based method computes the gradient of the selected features
with respect to the input features. Different from it, we aim
to measure the influence of the identified features on the
prediction made by the model. Therefore, we utilize Grad-
CAM which computes the gradient of the predicted output
with respect to the identified relevant filters. Second, due
to the sanity check analysis done by [13], GradCAM pro-
vides more reliable visualizations in comparison to other
well-know methods. Finally, the generated heatmaps by
GradCAM pertaining to those identified filters by VEBI are
considered as the set Ri in Sec. 3.1.

Topic-based Interpretation. We modify Topic-based
interpretation [24] as follows. At test time, we push each ex-
ample Xi to the base model to produce the activation maps
Ai∈Rw×h×d from the last convolutional layer. Next, con-
sidering the learned topics with size d×T , we compute a
matrix product between activation maps and T topics. The
obtained response represents the ”closeness probability” of
T topics to the activations from Xi. Also, the response is in
the activation map spatial dimension (i.e., h×w×T ) which
means each slice of T topics can be superimposed into the
input image to show highlighted part. As a result, we con-
sider these T responses as the set Ri in Sec. 3.1.

ProtoPNet. [4] learns a set of Pc={p1, p2, ..., pQ} pro-
totypes for class c (c=1...N), where pe(e=1...Q) is a 1D
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vector, N indicates number of classes, and Q shows the
number of prototypes per class. During the training phase,
the method generates explanation heatmaps only for those
patches of images in the training set whose activations have
the lowest L2 distance to the prototypes. Following this
procedure, at the test time, we push each sample Xi through
the base model to generate activation maps Ai. Then, the L2

distance between the activation maps and each prototype set
Pc pertaining to each class c is computed. The resulting re-
sponse indicates the similarity of learned prototypes to the
activations of the input sample. Also, it is a set of N ele-
ments such that each one has dimension h×w×Q. That is
to say, for each of N classes we have a set of score matri-
ces with dimension h×w×Q. Finally, we consider part of
the response related to the predicted class c′ as the set Ri in
Sec. 3.1.

5. Evaluation
5.1. Datasets

Our method is validated in the following datasets:
CelebAMask-HQ [15]. has 30,000 512×512 face images,
with 24183, 2824, and 2993 images used for training, val-
idation and testing, respectively. Each image has 19 an-
notation masks of the facial attributes and the accessories
corresponding to CelebA [17]. The labels of the masks are
skin, nose, eyes, eyebrows, ears, mouth, lips, hair, hat, eye-
glass, earring, necklace, neck, cloth, and background. We
group them into three categories including: a) texture, b)
facial parts, and c) accessories. The texture category in-
cludes two sub-classes skin (which contains skin, neck, and
ears annotation masks), and hair (which contains hair and
eyebrows); the facial-parts category includes annotation la-
bels related to nose, eyes, mouth, and lips. The annotation
masks eyeglass, earring, necklace, and cloth are included in
the category accessories. In the rest of the paper, we refer
to this dataset with the abbreviation CelebA.

CUB-70. This dataset is a subset derived from the first
70 classes of the CUB-200 [22]. For this subset we man-
ually produced pixel-wise annotation masks for 11 parts
including head, right eye, left eye, beak, neck, body, right
wing, left wing, right leg, left leg, and tail. Worth noting,
there is no spatial overlap among the parts in both datasets.

Figure 2 presents some qualitative examples of the pro-
vided annotation masks. For training the base models, we
split the dataset into two sets based on the distribution pro-
vided in the original dataset. The train set contains 70
classes with 30 images per class, and test set contains 1976
images in total for the 70 classes.

5.2. Base Models / Classifiers

We focus our assessment of the interpretation capa-
bilities base models addressing two different classifica-

O
rig

in
al

  I
m

ag
e

A
nn

ot
at

io
n 

M
as

k

Acadian Flycatcher Boat Tailed Grackle Frigatebird Slaty Backed Gull Northern Fulmar European Goldfinch

Figure 2. Qualitative examples of the generated annotation masks
for the CUB-70 dataset.

tion problems: coarse-grained and fine-grained. To-
wards this goal, three well-known CNN architectures were
selected, namely VGG19 [20], DenseNet121 [11], and
ResNet50 [10]. For reproducibility, the specific hyperpa-
rameters used for each method can be found in the Supple-
mentary Material. Table 1 shows the classification accuracy
for each model. As can be seen, at the dataset level perfor-
mance is quite comparable.

Model CelebA-HQ CUB-70
VGG19 95.99 73.22
DenseNet121 95.50 78.21
ResNet50 93.44 78.11
Topic-based-VGG19 95.14 70.40
Topic-based-DenseNet121 96.06 74.48
Topic-based-ResNet50 94.44 70.45
ProtoPNet-VGG19 97.02 73.44
ProtoPNet-DenseNet121 92.26 72.36
ProtoPNet-ResNet50 90.85 72.10

Table 1. Test accuracy of the considered CNN models on the
CelebA and CUB-70 datasets.

5.3. Qualitative Analysis:Visual Explanations

This section provides qualitative examples of the visual
explanations produced by the modifications applied to each
interpretation method proposed in Sec. 4.

As can be seen in Figure 3 the explanations of ProtoP-
Net and VEBI on the CNNs trained on CUB-70 highlight
the regions of interest (i.e., different parts of the bird in
the input image), while those of the Topic-based method on
the VGG19 (Figure 3 (left)) could not detect any parts. In
addition, the explanations of Topic-based interpretation on
Densenet121 and Resnet50 (Figures 3 (middle) and (right))
could not highlight properly different parts of the birds in
comparison to those of VEBI and ProtoPNet.

Different from what was observed in the CUB-70
dataset, Topic-based explanations in the CelebA dataset
(Figures 4) highlight regions of interest with a better pre-
cision. Results in the CelebA dataset are qualitatively com-
petitive with those from VEBI and ProtoPNet.

To sum up, the provided examples show that ProtoPNet
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and VEBI are capable of producing explanation visualiza-
tions that focus on parts of the objects of interest. In con-
trast, Topic-based interpretation highlights the entire object
in most cases instead of focusing on a smaller set of features
related to the different parts.

5.4. Heatmap Thresholding

This section investigates the effect of the two thresh-
olding scenarios discussed in Sec. 3.3. More specifically,
we measure the change in coverage performance by either
estimating thresholding parameters from each explanation
heatmap independently (IndivHM), or from a set of expla-
nation heatmaps generated with the same indexes of the in-
terpretation heatmaps (SetHM).

To do so, as explained in Sec. 3.2, the explanation
heatmaps are binarized using an intensity threshold. Then,
we measure the coverage accuracy between the binarized
heatmaps and each of the annotation masks, containing se-
mantic concepts, in the dataset using the Intersection-over-
Union (IoU) metric. Finally, the average of the coverage
accuracy values is considered as the coverage performance
of the interpretation method. Figure 5 shows the Average
IoU computed in each of these two scenarios. The horizon-
tal axis shows different proportions of units/intensities un-
der the estimated CDF curves. For each percentage of units,
there is an intensity value which is considered as intensity
threshold. Hence, the vertical axis indicates the obtained
coverage performance for considered intensity threshold.

The curves with the empty square markers refer to the
IndivHM scenario, while those with the circle markers rep-
resent the SetHM scenario. As can be seen, for most of the
curves, namely ProtoPNet in VGG19-CUB70, VEBI and
ProtoPNet in Densenet121-CUB70 and Resnet50-CUB70,
VEBI in Densenet121-CelebA, as well as ProtoPNet in
VGG19-CelebA, the scenario SetHM leads to higher cover-
age of annotated concepts. The reason for such trends is that
in the scenario IndivHM there is a variety of distributions
among individual explanation heatmaps. As a consequence,
the Average IoU metric is sensitive to the intensity of each
explanation heatmap. Consequently, for the visualizations
on which a wider range of the area-wide features (i.e., low-
relevance features) are highlighted, the resulting binary ex-
planation heatmap has poor alignment w.r.t. the annotation
mask. This results in a lower IoU value/coverage. In con-
trast, by estimating thresholding parameters from sets of ex-
planation heatmaps, the scenario SetHM is capable of con-
ducting thresholding operations in a more uniform manner.
Thus, having a more uniform means to adjust the focus (bi-
nary masks) of the produced explanation heatmaps.

Interestingly, the two curves of the Topic-based method
are almost overlapping. This shows that in this method there
are far fewer number of the explanation heatmaps generated
with the same index of interpretation heatmaps. As a re-

sult, the CDFs used for estimating thresholding parameters
in both scenarios are quite similar which in turn leads to
similar performance.

To sum up, most of the results show the higher coverage
performance obtained in the SetHM scenario. To ensure a
more uniform and representative approach to binarize the
produced heatmaps, we follow the SetHM scenario for the
rest of the experiments.

5.5. Visual Explanations with High / Low Coverage

Here we analyze visual explanations which have the
highest and lowest IoU values/coverage following the
SetHM scenario (Figure 6). We focus on explanations from
interpretation methods on the VGG19-CUB70, Resnet-
CUB70, and Densenet121-CelebA models. See the supple-
mentary material for results from other models.

As can be seen in Figure 6, the highlighted parts in the
images with the highest IoU values cover the entire birds
or different parts of the birds. In contrast, the images with
the lowest IoU values focus on other objects or parts of the
background. For example, the foliage of the trees and plants
are common parts highlighted in these images. This reveals
that these areas are important for the classification task.
However, since the annotation masks cover just the birds,
the explanation heatmaps of these images have a lower cov-
erage rate with the annotation masks.

A similar trend is observed on CelebA. For instance,
according to the Topic-based interpretation results from
Densenet121-CelebA, images with high IoU values high-
light the entire face, while the images with lowest IoU val-
ues show the entire background as the important features.

5.6. Dataset-Level Coverage Rate

In this section, we aim to compare the performance of
the methods with each other at the dataset level. Eq. 4 com-
pares the methods in terms of coverage rate for each concept
j (i.e. semantic part j). Accordingly, we can aggregate the
results obtained from the equation for all the semantic parts
for each interpretation method Z. The resulting value indi-
cates the dataset coverage rate of the interpretation method
Z w.r.t other methods in different thresholds (Figure 7).

As can be seen in Figure 7, VEBI outperforms ProtoPNet
and Topic-based interpretation on models Densenet121-
CUB70, Resnet50-CUB70, and Resnet50-CelebA in all in-
tensity thresholds. As mentioned in Sec. 5.4, for each
proportion of units under the estimated CDF, there is an
intensity threshold. In contrast, ProtoPNet outperforms
just VEBI and Topic-based interpretation on the VGG19-
CUB70 for all intensity thresholds.

This can also be observed in Figures 3, 4, and 6. Con-
sidering the visualizations from the Resnet50-CelebA and
Resnet50-CUB70 models, VEBI generates more localized
visual explanations, which highlight different smaller parts
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Figure 3. Visual explanations of the investigated interpretation methods over the CNNs trained on the CUB-70 dataset.
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Figure 4. Visual explanations of the investigated interpretation
methods over the CNNs trained on the CelebA dataset.

Method VGG19 Densenet121 Resnet50
VEBI 0.01/0.07 0.02/0.05 0.01/0.1
ProtoPNet 0.04/0.09 0.01/0.07 0.09/0.01
Topic-based 0.01/0.01 0.01/0.02 0.01/0.01

Table 2. The optimal obtained proportion of units (in the form
(CelebA/CUB-70)) for each pairs interpretation method and CNN.

such as facial parts or bigger parts such as skin and hair,
compared to ProtoPNet. Similarly, this is also more evi-
dent in Densenet121-CUB70 where the visualizations from
VEBI have higher precision than those of Topic-based in-
terpretation (Figure 3 (middle)).

From the dataset point of view, VEBI and ProtopNet are
competitive with each other. However, Topic-based inter-
pretation has poor performance in CUB-70 models and is
only competitive with others in models trained on CelebA.
This is also evident in Figures 3, 4, and 6 where Topic-
based interpretation has visual explanations with better cov-
erage in the CelebA models in comparison to those of CUB-
70 models. This shows that VEBI and ProtoPNet can ex-
plain properly both types of coarse-grained (i.e., CelebA)
and fine-grained (i.e., CUB-70) datasets, while Topic-based
interpretation has better performance on coarse-grained
tasks as that from CelebA.

To sum up, the quantitative analysis at the dataset level
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Figure 5. Comparison between two binarization scenarios over
CNNs trained on two datasets CelebA and CUB-70.

shows that each method has a better coverage rate at differ-
ent thresholds in comparison to each other. Hence, for each
method we consider the proportion of units indicated in Ta-
ble 2 which leads to the highest coverage rate. Considering
these thresholds, VEBI outperforms ProtoPNet and Topic-
based Interpretations on models trained on CUB-70 and
CelebA datasets, such as Densenet121-CUB70, ResNet50-
CUB70, Resnet50-CelebA, and VGG19-CelebA.
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Figure 6. Visual explanations with the highest (top) and lowest
(bottom) IoU coverage.
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Figure 7. Dataset-level comparison among interpretation methods
over CNNs trained on the CelebA and CUB-70 datasets.

5.7. Part-Level Coverage Rate

In this section, we consider the obtained thresholds (cor-
responding to the proportion of units in Table 2) for com-
paring the interpretation methods in terms of semantic part
coverage rate. To do so, we illustrate in Figure 8 the seman-
tic part coverage accuracy computed by Eq. 4 according to
the obtained optimum thresholds.

As can be seen, VEBI has the higher coverage rate in the
higher number of semantic parts in models trained on both
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Figure 8. Semantic part-level comparison among interpretation
methods over CNNs trained on the CelebA and CUB-70 datasets.

datasets, such as Densenet121-CUB70, ResNet50-CUB70,
Resnet50-CelebA, and VGG19-CelebA.

To sum up, taking the quantitative analysis presented in
Sec. 5.6 and this section, VEBI outperforms Topic-based in-
terpretation and ProtoPNet in terms of coverage rate in both
datasets and semantic parts levels. This reveals that expla-
nation heatmaps generated from interpretations provided by
VEBI can highlight uniformly the variety of semantic parts
with high coverage rate in comparison to those of ProtoP-
Net and Topic-Based interpretation methods.

6. Conclusion
We propose an evaluation protocol for assessing the ef-

fectiveness of interpretation methods in identifying the rel-
evant latent features encoded in a base model. To do so, we
enhanced the compared methods to be capable of generating
visual explanations. In addition, we examined two inten-
sity thresholding scenarios to determine the best strategy for
obtaining an optimal intensity threshold. Our experiments
suggest that VEBI outperforms others in two datasets CUB-
70 and CelebA on the considered CNN architectures. More-
over, in contrast to estimating binarization parameters in a
per-heatmap basis, our results suggest that higher perfor-
mance can be achieved when considering sets of heatmaps.
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