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Figure 1: Our proposed training strategy ConveYs Brain Oversight to Raise Generalization. CYBORG continually encour-
ages the training process to look at image regions judged as salient for human visual perception. This results in a model that
is more likely to learn features from regions that are salient to humans, and less likely to learn features that are accidentally
correlated with class labels. A boost in generalization performance is demonstrated.

Abstract

Can deep learning models achieve greater generaliza-
tion if their training is guided by reference to human percep-
tual abilities? And how can we implement this in a practical
manner? This paper proposes a training strategy to Con-
veY Brain Oversight to Raise Generalization (CYBORG).
This new approach incorporates human-annotated saliency
maps into a loss function that guides the model’s learning
to focus on image regions that humans deem salient for the
task. The Class Activation Mapping (CAM) mechanism is
used to probe the model’s current saliency in each training
batch, juxtapose this model saliency with human saliency,
and penalize large differences. Results on the task of syn-
thetic face detection, selected to illustrate the effectiveness
of the approach, show that CYBORG leads to significant
improvement in accuracy on unseen samples consisting of
face images generated from six Generative Adversarial Net-
works across multiple classification network architectures.
We also show that scaling to even seven times the training
data, or using non-human-saliency auxiliary information,
such as segmentation masks, and standard loss cannot beat
the performance of CYBORG-trained models. As a side ef-
fect of this work, we observe that the addition of explicit
region annotation to the task of synthetic face detection in-

creased human classification accuracy. This work opens a
new area of research on how to incorporate human visual
saliency into loss functions in practice. All data, code and
trained models used in this work are offered with this paper.

1. Introduction

How do you teach a child to ride a bicycle? The passive
option is to set the child on the bike, give the bike a push
and then stand back silently, watching what happens. The
active option is to set the child on the bike, give them a push,
and then run alongside, continually giving advice on what to
do. We argue that current state of training of deep learning-
based models is more passive than active. We introduce a
new training process that – by incorporating human visual
perception into a loss function – continually reminds the
model being trained of the image regions judged as salient
to humans, as illustrated in Fig. 1.

The main goal of the proposed CYBORG approach is
to convey brain oversight to raise generalization by en-
couraging the deep learning model to focus on human-
salient regions. This is achieved by adding a new com-
ponent to the loss, based on the difference between hu-
man saliency heatmaps and the model’s class activation
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mapping-based [55] heatmaps in each training batch. Thus
our new loss function blends classical data-driven optimiza-
tion with human-derived oversight or “coaching” about the
parts of the image that are salient to the problem.

To demonstrate the advantages of CYBORG training, we
apply it to the challenging task of distinguishing face im-
ages that are authentic versus generated by various modern
Generative Adversarial Nets (GANs). To generate human-
derived saliency maps, we presented 1,000 pairs of face im-
ages to 363 humans. Each image pair contained one au-
thentic (real) and one synthetic image (generated by an ex-
ample deep learning-based approach, StyleGAN2 [31], and
non deep learning-based method SREFI [2]). Viewers were
asked to (a) choose which face was authentic and which was
synthetic, and (b) annotate regions that support their deci-
sion. For each image, annotations from the viewers were
compiled into a saliency map summarizing human judg-
ment about the salient image regions.

Our experiments show that CYBORG learning increases
the accuracy of detecting synthetic data in an open-set clas-
sification regime, in which test samples are generated with
six different GAN architectures withheld during the training
process. We also demonstrate that although adding human
saliency to an example model implementing an attention
mechanism [13] increases performance, this improvement
is small compared to when the CYBORG approach is em-
ployed. The main contributions of this work are:
• Introduction of the CYBORG training strategy, which

benefits from human judgment about salient regions by in-
corporating perceptual intelligence into loss function.
• Open-set evaluation of CYBORG training that shows

a significant improvement for multiple state-of-the-art deep
learning models (ResNet, DenseNet, Inception and Xcep-
tion), as well as for the existing synthetic face detector.
• Experiments assessing the “value” of human annota-

tions in two ways: (a) demonstrating that at least 7 times
more training data is needed to train a model in classi-
cal fashion to achieve performance competitive with CY-
BORG, and (b) replacing human saliency maps with non-
human-sourced cues offered by face segmentation masks,
which did not achieve the level of generalization achieved
by the CYBORG-trained models.
• Evaluation of state-of-the-art “deep fake” detector on

GAN-generated face images, which illustrates that the so-
lutions to “deep fake” detection and synthetic face detection
are not cross-applicable.
• Results demonstrating that human classification accu-

racy increases when participants are asked to annotate
image regions that support their decisions, compared to
the same experiment without annotations.
• Data and source codes to reproduce all experiments:

a test set containing 600,000 synthetic faces generated by
six GAN architectures (ProGAN, StarGANv2, StyleGAN,

StyleGAN2, StyleGAN2-ADA and StyleGAN3), human
annotation data, and all neural network models at https:
//github.com/BoydAidan/CYBORG-Loss.

2. Related Work

Synthetic Image Generation and Detection. Since Good-
fellow et al. [17], many open-source, and (often) pre-trained
GANs for image synthesis have become available [26, 30,
31, 28, 29, 9, 6, 56, 39]. The authors of [42, 16] main-
tain that frequency domain analysis can unveil artifacts or
manipulations in GAN-generated images across different
model architectures, datasets, and resolutions. However,
as documented by Marra et al. [35], conventional, non-
deep-learning methods (such as steganalysis [11]) fail in the
presence of compression. With a virtually infinite number
of fake samples in their training processes, deep networks
such as ResNet [20], DenseNet [23], InceptionNet [48],
and Xception-Net [10] have achieved over 99% accuracy in
fake image recall [49]. Even before public release of Style-
GAN3 [29], there were several proactive efforts towards de-
tecting StyleGAN3 images [47, 25, 53, 18, 34, 51]. These
models can be complemented with the proposed CYBORG
loss, and such an attempt, with a model proposed by Wang
et al. [51], is described in the supp. materials.

Although the generation of never-before-seen images
lends itself naturally to the creative process, the ability
to manipulate existing images poses a significant security
problem [4, 8]. A commonly commercialized scapegoat is
deepfakes [14], which splices real identities onto realistic-
looking videos. We demonstrate in this paper that state of
the art deep fake detectors may not be effective in detecting
fully-synthetic samples, which this paper focuses on.

Using Human Perception to Understand / Improve
Computer Vision. O’Toole et al. [38] demonstrated that
machines were never less accurate than humans on face im-
ages of various quality. RichardWebster et al. [43] showed
that observing human face recognition behavior in certain
contexts can be used to explain why face matchers succeed
or fail, leading to better model explainability. In biometrics,
human saliency was found complementary to algorithm
saliency and thus beneficial to combine them [50, 36]. Cza-
jka et al. measured human visual saliency via eye tracking
and used it to build human-driven filtering kernels for iris
recognition [12], achieving better performance than non-
human-driven approaches. Human-guided training data
augmentation was proposed by Boyd et al. [5] to build deep
learning-based iris presentation attack detection methods
generalizing exceptionally well to unknown attack types.

In broader machine learning, incorporation of results
from psychophysics has aided in deep learning tasks such
as image captioning for scene understanding [21, 24], hand-
writing analysis [19], and natural language processing [54].
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Linsley et al. [32] proposed to incorporate human-sourced
saliency into a self-attention mechanism, combining global
and local attention in the “GALA” module. We demonstrate
in the supp. materials how our human saliency maps can be
incorporated into the attention mechanism, and show that
CYBORG allows for a better gain in accuracy than using
human saliency in the attention mechanism. Bruckert et
al. [7] considered eye tracking-based human saliency to im-
prove the model’s saliency.

Differences between the proposed CYBORG method
and previous works: (a) human spatial saliency and model
spatial saliency have never before been directly compared
and blended into overall loss; (b) CYBORG does not re-
quire architectural changes to the model e.g., a specialized
attention module.

3. Experimental Datasets
Two types of face image datasets are used: authen-

tic datasets consisting of real images from three sources
(CelebA-HQ [26], Flickr-Faces-HQ [30] and FRGC-
Subset [40]), and synthetic datasets consisting of fake im-
ages from seven different generators (ProGAN, StyleGAN,
StyleGAN2, StyleGAN2-ADA, StyleGAN3, StarGANv2
and SREFI [26, 30, 31, 28, 29, 9, 2]). Along with Fig. 2,
the following sections briefly characterize data sources.

CelebA-HQ [26] is a high-quality version of the original
CelebA dataset [33], containing 30,000 images of celebri-
ties at a resolution of 1024× 1024.

Flickr-Faces-HQ (FFHQ) includes 70,000 1024 × 1024
images of faces varying in age, ethnicity, and facial acces-
sories (glasses, hats, etc.) [30].

FRGC-Subset dataset contains 16,433 face images, ran-
domly sampled from a set of publicly available datasets col-
lected by Phillips et al. [40]. Images show frontal faces
varying in expression, ethnicity, gender, and age.

SREFI was generated by the “synthesis of realistic face im-
ages” (SREFI) [2] method, which works by first matching
similar face images based on VGG-Face features, splitting
them into region-specific triangles, and implanting from
donor faces onto a base face to create a blended identity.
To ensure consistency, important facial features, such as
the mouth and eyes, on the generated image are required
to come from the same donor.

ProGAN contains 100,000 images downloaded from [27].
Unlike its successors (StyleGAN), Karras et al.’s ProGAN
generator network was trained on CelebA-HQ images [26].

The StyleGAN Family. The next four synthetic datasets
were generated with StyleGAN architectures [30, 31, 28,
29]. The original StyleGAN was trained in a similar manner
to its predecessor ProGAN [26], but with the added feature
of mixable disentangled layers for style transfer. The next

FFHQ
(authentic)             

CelebA-HQ
(authentic)

ProGAN StyleGAN2             StyleGAN3             

StyleGAN StyleGAN2-
ADA             

StarGANv2             

FRGC-Subset
(authentic)

SREFI             

Figure 2: Examples from each data source.

version, StyleGAN2 [31], removed artifacts found in orig-
inal StyleGAN images and improved image reconstruction
via path length regularization. The third iteration of Style-
GAN, StyleGAN2 with adaptive discriminator augmenta-
tion) [28], solves for training GANs in data-limited scenar-
ios. Finally, StyleGAN3 [29] mitigates aliasing in rotation-
and translation-invariant generator networks.

For original StyleGAN and StyleGAN2, sets of 100,000
fake face images were downloaded from their GitHub
repositories. For StyleGAN2-ADA and StyleGAN3, sets of
100,000 images were generated using default generator set-
tings, including a truncation of (ψ) of 0.5 (as recommended
by StyleGAN authors).

StarGANv2 produces images with the main focus of style
transfer [9], unlike StyleGAN. Generated images show
source identities “dressed” in the style of the supplied ref-
erence images. In order to ensure high facial quality of
StarGANv2 generated images, 250,000 images were ini-
tially synthesized using a supplied network (pre-trained on
CelebA-HQ). These synthetic samples were then scored and
sorted according to facial quality using FaceQNet [22], a
CNN designed to assess input images’ suitability for face
recognition tasks. The final dataset consisted of the top-
ranked 100,000 images.

4. Human Saliency
4.1. Acquisition of Human Salient Regions

We replicate an experiment of Shen et al. [46], in which
subjects judge pairs of non-masked face images as fake or
real, but we require subjects to annotate regions support-
ing their decisions. Specifically, participants are presented
with a pair of face images (one a synthetically-generated
identity, and the other an authentic facial image), and asked
to decide which image is either the synthetic image or the
real image in a two-alternative forced choice (2AFC) man-
ner. The prompt question alternated between asking which
is real versus which is fake1. Next, users were asked to
highlight regions (not size- nor location-constrained) of the
image supporting their classification decision.

1The online annotation tool developed for this work is presented in
supp. materials.
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Figure 3: Human classification of face images as real/fake
is more accurate when subjects annotate images: (a) Shen et
al. [46] found that humans did not accurately classify face
images as real/fake; (b) the same experiment in which we
asked subjects to annotate the image regions that supported
their classification. Average human accuracy is substan-
tially higher in study (b). These histograms detail the ac-
curacy of humans on the 1,000 pairs.

Data (decisions and annotations) was collected from 363
subjects (recruited via Amazon Mechanical Turk), with
an average of 29.6 image pairs processed by each sub-
ject. The synthetic images consisted of 500 images gen-
erated using SREFI from the FRGC-Subset dataset, and
500 images synthesized by StyleGAN2 and downloaded
from thispersondoesnotexist.com. 10,750 anno-
tations were obtained, matching exactly the number of ques-
tion/pair samples in Shen’s work for fair comparison. For
evaluating the CYBORG approach, only annotations for
correctly classified pairs were used in the training process.

4.2. Do Annotations Improve Human Accuracy?

As the only difference between our protocol and that
used in [46] was the annotation requirement, we can prop-
erly diagnose how annotating images impacts decision ac-
curacy. Fig. 3(a) outlines the original results2, where the
blue and orange histograms represent results attained for
1,000 image pairs with synthetic data generated by SREFI
and StyleGAN2 approaches, respectively. As can be seen,
human accuracy is at random chance level when not asked
to annotate regions to support their decision. However, Fig.
3(b) shows that the accuracy increased from 50% (random
chance) to 69.2% simply by requesting users to annotate the
images (and so spend more time on each pair). This exper-
iment suggests that human accuracy in detecting synthetic
faces can be improved simply by forcing annotations that
support classification decisions. A side observation is that
StyleGAN2 images may appear more realistic than SREFI
images in such new setup (see the shift between distribu-
tions in Fig. 3(b)).

2We thank the authors of [46] for sharing the raw results with us.

4.3. Building Human Saliency Maps

All correct annotations, as shown in eight individual im-
ages in Fig. 4(b), are combined together with equal weight
to create image representations called human saliency
maps shown in Fig. 4(c). A Gaussian blur of σ = 5 is
applied to the combined array to smooth edges between re-
gions of varying annotation density, and the map is scaled
to the range of ⟨0, 1⟩. White pixels in the saliency map cor-
respond to regions that more subjects had annotated as im-
portant. Black pixels correspond to areas not annotated by
any subject.

After data collection, there were 1,821 correctly classi-
fied images with annotations, consisting of 919 authentic
images and 902 synthetic images. These 1,821 images rep-
resent the training set for the CYBORG loss experiments.

5. CYBORG Loss
In the same way a cyborg is a human-machine hybrid, the

proposed CYBORG training strategy combines the human
saliency information attained through annotations (human
saliency loss component) with a requirement for high clas-
sification accuracy (classification loss component). The for-
mer component steers activations in the feature maps in the
last convolutional layer to be aligned with human-defined
regions of importance, while the model may still benefit
from a data-driven learning approach owing to the latter
component.

More specifically, the human saliency loss directly com-
pares the difference in salient regions between machine
and human during training. To accomplish this, we im-
plemented a fully-differentiable Class Activation Mapping
(CAM) approach [55] that, given the current weights, can
generate CAMs for all samples in each training batch. Re-
sultant CAMs are scaled to the range of ⟨0, 1⟩, human
saliency maps are downsized to the same size as CAMs,
and then both heatmaps are compared via ℓ2 norm. For-
mally, we define CYBORG loss L as:

L =
1

K

K∑
k=1

C∑
c=1

1yk∈Cc

[
(1− α)∥s(human)

k − s(model)
k ∥2︸ ︷︷ ︸

human saliency loss component

−α log pmodel
(
yk ∈ Cc

)︸ ︷︷ ︸
classification loss component

] (1)

where ∥ · ∥ is the ℓ2 norm, yk is a class label for the k-
th sample, 1 is a class indicator function equal to 1 when
yk ∈ Cc (0 otherwise), C is the total number of classes, K
is the number of samples in a batch, α = 0.5 is a trade-off
parameter weighting human- and model-based saliencies,
s(human)
k is the human saliency for the k-th sample, and

s(model)
k = f1w

(c)
1 + f2w

(c)
2 + · · ·+ fNw

(c)
N
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Figure 4: Creation of human saliency map: (a) an image (in this example generated by SREFI) presented to human annotators;
(b) eight annotations from viewers who correctly classified the image; (c) averaged annotations defining the human salient
features for that sample, as used by CYBORG; (d) average of all human annotations for all images in the training set.

is a class activation map-based model’s saliency for the k-
th sample, where N is the number of feature maps f in the
last convolutional layer, and w(c) are the weights in the last
classification layer belonging to predicted class Cc. Both
s(model)
k and s(human)

k are normalized to the range ⟨0, 1⟩.
The reason that the CAM method was implemented

rather than a more modern approach (GradCAM [45] or
EigenCAM [37]) is that the latter approaches require back-
propagation to calculate gradients with respect to the input
to determine salient regions (in addition to gradients with
respect to the weights). This is expensive to do during
training while maintaining differentiability, and these meth-
ods are typically only used on fully trained models where
backward calls can be completed in a post-hoc fashion. For
CAM, only a forward pass is necessary, meaning it can be
bootstrapped into the training strategy directly.

6. Experimental Setup for CYBORG
Face images are aligned using img2pose [1], cropped,

and resized to 224×224. Face bounding boxes are expanded
20% in all directions before cropping, with an additional
30% on the forehead to ensure the head is fully in view.
Human saliency maps are resized and cropped the same, to
keep spatial correspondence.

6.1. Training Scenarios

Scenario 1: Classical Training. The basic scenario con-
sists of training the studied architectures in a task of syn-
thetic face image detection, on image data for which hu-
man saliency information was collected, but using only the
classification component in the loss function (i.e. no hu-
man annotations are used). The training set in this scenario
consists of 919 authentic and 902 synthetic images. The
validation set consists of 20,000 images: 10,000 authentic
images, 5,000 images generated using SREFI, and 5,000
images downloaded from thispersondoesnotexist.com. The

training and validation set used in this scenario will be fur-
ther referred to as the original data.
Scenario 2: Classical Training with Large Data. To
evaluate how much additional data is required to achieve
CYBORG-level performance from learning with only clas-
sification loss (as in Scenario 1), we curate a larger dataset
than that used in Scenario 1. Starting from the original data,
we add six times more samples resulting in a training set 7×
the initial size. Scarcity of authentic images in the source
datasets prevented going beyond 7×, as adding data from
different source could add bias to the comparison.
Scenario 3: CYBORG Training. Using the original data
as in Scenario 1, we apply the same training strategy but
include the human saliency component in the loss function
to create CYBORG loss. The difference between Scenarios
1 and 3 is the loss function, so observations can be directly
correlated with the effectiveness of CYBORG training.
Experimental Parameters. To ensure that observations
are not architecture-specific, the base experiments are com-
pleted on four out-of-the-box architectures: DenseNet-
121 [23], ResNet50 [20], Inception v3 [48] and Xception-
Net [10]. For all methods, Stochastic Gradient Descent
(SGD) is used, with learning rate of 0.005, modified by a
factor of 0.1 every 12 epochs. Training ran for 50 epochs,
and weights giving the highest validation accuracy were se-
lected as the final model. The validation set is constant,
as described in Scenario 1. Networks are instantiated from
the pre-trained ImageNet weights [41]. For all experiments
using CYBORG loss, the human saliency and the classifi-
cation components are given equal weight (α = 0.5). Each
architecture/scenario pair is independently trained 10 times,
to generate error statistics on the test set.

6.2. Testing Protocol

To evaluate accuracy of the models trained under the
three scenarios, we composed a comprehensive test set of
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100,000 synthetically generated images from each of six
different GAN architectures, ending up with 600,000 total
test samples. The authentic face datasets used for testing
are the FFHQ dataset (70,000 images) and the CelebA-HQ
dataset (30,000 images). For ProGAN and StarGANv2, the
training data is CelebA-HQ; for the remaining four Style-
GAN sets, the training data is FFHQ. This setup aims at
demonstrating whether models can differentiate between
authentic samples and synthetic samples, where the latter
are generated by a GAN trained on the former.

6.3. Evaluating State-Of-The-Art DeepFake Detec-
tor on Test Data

In order to properly compare our CYBORG models
against existing deepfake detectors, we evaluated the state-
of-the-art ensemble method from Bonettini et al. [3] on our
test set of synthetic images. Of the ten available models, five
were trained on the DeepFake Detection Challenge (DFDC)
dataset [15], and five were trained on the FaceForensics++
(FF++) dataset [44].

For each dataset, ensemble methods were composed, us-
ing models trained on DFDC or models trained on FF++.
Before evaluating on our test data of synthetic images, we
verified model performance by evaluating the reported top
two ensemble methods (one for DFDC, one for FF++) on
Bonettini et al. test deepfake data. We then ran the same
two top-performing ensemble methods on our test data to
compare results with CYBORG-trained models.

6.4. Assessing The Value Of Human Annotations

To determine the usefulness of human annotations in the
CYBORG loss function, a comparison to a non-human-
saliency-guided baseline is needed. A face parsing tool,
BiSeNet [57], is applied to the training images to attain a
mask detailing all facial regions3 and CYBORG training is
applied with BiSeNet segmentation masks instead of hu-
man saliency maps. The goal of this experiment is to de-
termine whether human saliency maps provide better cues
than automatically-determined face masks. An affirmative
answer could limit the costs of human saliency acquisition.

7. Evaluation Results
Figure 5 summarizes the performance observed for each

of the four studied architectures by presenting ROC curves
obtained for the comprehensive set of all 100, 000 authentic
and 600, 000 synthetically-generated test samples4. For all
experiments, training and validation is repeated 10 times in
order to assess statistical significance of the observed differ-
ences in the results. Area Under the Curve (AUC) is given
along with ± one standard deviation across the 10 runs.

3example masks can be found in the supp. materials
4ROC curves for individual GANs can be found in the supp. material.

Scenario 1 vs Scenario 3 (i.e. Classical vs CYBORG
Training). As shown in Fig. 5, the models trained just us-
ing the original data do not generalize well to the test sets.
In contrast, when CYBORG training is applied on the same
data, accuracy on the test sets increases significantly. Fig. 6
outlines the training and validation accuracies for both Sce-
nario 1 (only classification loss) and Scenario 3 (with CY-
BORG loss) for training of the ResNet50 models. As it can
be seen, training accuracy quickly reaches 100%, meaning
both sets learn representative features of the training sam-
ples. However, the CYBORG-trained model shows bet-
ter validation accuracy across all epochs. The decrease
in validation accuracy for Scenario 1 models suggests over-
fitting, and the subsequent plateau (and even slight decline)
can be explained by the training accuracy reaching 100%
resulting in minimal optimization. The supplementary ma-
terials include plots for DenseNet, Inception-v3 and Xcep-
tion models, showing very similar trends.

Scenario 2 (i.e. Classical Training with Large Data).
Experiments were conducted to determine whether simply
adding more data from the same sources as the original data
to the Scenario 1 approach would bridge the performance
gap. Giving the classical training process additional data,
up to 7× the original amount, does not enable it to achieve
CYBORG-level accuracy. In some cases, the performance
of models trained on larger sets is even inferior to models
trained with less data and CYBORG. The classical training
simply overfits to the training data and so cannot generalize
to samples generated by unknown GAN architecture. The
CYBORG-trained models generalize better.

Evaluating An Off-The-Shelf Deepfake Detector on Test
Data. The ensemble-based “deep fake” detection meth-
ods [3] demonstrated very high performance on the DFDC
and FF++ test data with AUCs of 0.957 and 0.920, respec-
tively. That means we were able to replicate the origi-
nal results without any issues. However, when applied to
the task of synthetic image detection, these top-performing
“deep fake” ensemble methods are incapable of distinguish-
ing between authentic and synthetically-generated images,
as demonstrated by AUCs of less than 0.5 (0.385 and 0.373)
for these methods in Fig. 5(e).

What The CYBORG-trained Models “Look” At? The
results presented so far suggest that the CYBORG ap-
proach does guide deep learning towards models gener-
alizing better on samples generated by never-seen-before
GANs. However, are these CYBORG-trained models vi-
sually exhibiting behaviour akin to human annotators? To
answer this question, visualizations of model saliency are
generated on the test set, and illustrated in Fig. 7. For ex-
perimental Scenarios 1-3, a plot is created for each of the 10
independently trained models. To create each of these indi-
vidual plots, the CAM is generated using the same mecha-
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Figure 5: ROC curves presenting results on the test set consisting of six GAN types for four architectures and one off-the-
shelf deepfake detector. Shaded regions in (a)-(d) correspond to ±1 standard deviation of the False Positive Rate (FPR) for
a given True Positive Rate (TPR). Results outline that in all cases that CYBORG loss was employed (a-d), an increase in
performance compared to classification loss alone can be observed. Additionally, in all (a-d) results CYBORG outperforms
the models trained even on seven times the training set with just classification loss, and models trained with face segmentation
masks instead of human saliency maps.
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Figure 6: Comparison of training and validation accuracy
for ResNet50 with only classification accuracy loss versus
with CYBORG loss. Training accuracy quickly approaches
100% for both. But CYBORG-trained models achieve sig-
nificantly higher validation accuracy throughout, indicating
more effective learning. Shaded area represents ±1 stan-
dard deviation of the accuracy by epoch.

nism as the model saliency probing during training [55], but
for each sample in the test set. The average of all 700,000
CAMs (100k authentic, 600k synthetic) is calculated. This
details where the model deems important for classification
on average over the entire test set for both classes combined.

Because all images are aligned, facial features present in
similar locations across test samples.

For both DenseNet and ResNet, the difference between
Scenario 1 (“Classical”) and Scenario 3 (“CYBORG”) is
immediately evident. Models trained with CYBORG ex-
hibit CAMs that resemble facial features such as the mouth,
nose and eyes. The models trained with classification loss
alone show less compact CAMs, meaning there is no con-
sensus of importance across the test images.

While the dominating features are comparable for Sce-
nario 1 and Scenario 3 in the Inception-v3 experiment, the
CYBORG models are more precisely focused on the facial
region. For Xception, both the Scenario 1 and Scenario 3
models present similar CAMs, which is also indicated by
the performance. However, CYBORG models exhibit more
certainty as indicated by higher compactness of the corre-
sponding CAMs. Tuning of the α value may be required for
this model to attain average CAMs similar to ResNet.

For the Scenario 2 (“Classical – Large Data”), roughly
similar CAMs are observed across all four architectures.
For DenseNet and ResNet, this results in greater perfor-
mance than classification alone. In these two cases, the Sce-
nario 2 models are more concise than the Scenario 1 mod-
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Figure 7: Average CAMs across the entire test set for 10 in-
dependently trained ResNet50 models in three experimental
settings. Each individual plot is the average CAM obtained
for all test images for a given model. (Similar results can
be observed for other CNN architectures, included into the
supp. materials). Compared to the average human annota-
tion, shown in Fig. 4(d), it is clear CYBORG models are
guided effectively by human annotation.

els. For Inception-v3 and Xception, Scenario 2 results in
poorer performance than Scenario 1. These models loosely
focused on similar features as in Scenarios 1 and 3. How-
ever, there is less consensus and more uncertainty indicating
increased overfitting to the training data. This added uncer-
tainty explains the degradation in performance.

By direct comparison to the average correct human anno-
tation in Fig. 4(d), the models trained with CYBORG focus
on features that are more similar to human detailed salient
regions than models trained with classical cross-entropy
loss in all cases. Thus, it can be concluded these models
are effectively guided by the human annotations supplied
during the training process.

Assessing Value Of Human Saliency. As demonstrated in
Fig. 5, using human saliency maps results in a larger in-
crease in performance than automatically determined seg-
mentation masks. Thus, to answer the two questions posed
in Sec. 6.4, deep learning-based segmentation masks can ef-
fectively guide the models using CYBORG loss, however,
human saliency maps guide the network to more gener-
alized features, thus achieving a greater performance in
open-set classification problem.

Incorporation Of CYBORG Into An Existing Synthetic
Face Detector. To determine whether the incorporation of
CYBORG loss would improve upon existing methods, the
CYBORG loss was added to Wang et al.’s [51] publicly
available, re-trainable synthetic face detection model [52].

This resulted in a performance increase from AUC=0.554±
0.03 in the classical scenario to AUC=0.591± 0.03.

Incorporation Of Human Saliency Into An Attention
Mechanism. A popular approach to force networks to fo-
cus on specified regions is self-attention. As an additional
experiment, we investigated whether replacement of the at-
tention masks proposed in [13] with human saliency results
in higher accuracy. We train two models: (1) using the orig-
inal approach with no human saliency, and (2) using our
human saliency maps as the attention masks for authentic
and synthetic images. In both cases, the parameters pro-
posed by the authors are used. We found that replacement of
the ground truth masks with human saliency increased per-
formance from AUC=0.428 ± 0.04 to AUC=0.498 ± 0.06,
suggesting that implanting human perception into the self-
attention module narrows the model’s search for areas of
importance (even in the absence of ground truth) and boosts
performance.

8. Conclusions

We proposed the CYBORG approach to CNN train-
ing, in which the learning is guided by information dis-
tilled from human visual abilities. CYBORG uses a hu-
man perception-based loss term for the disagreement be-
tween the CNN’s class activation map and a human-derived
saliency map. To emphasize that CYBORG is indepen-
dent of CNN backbone, results are shown for four different
models: ResNet, DenseNet, Inception and Xception. Ap-
plying CYBORG improved performance in detecting syn-
thetic face images from six different GANs unseen in train-
ing (Fig. 5). CYBORG-trained models produced CAMs
closer to human-annotated regions of saliency than classi-
cally trained models (Fig. 7). Comparing the training and
validation accuracy of classical versus CYBORG training
(Fig. 6) makes it clear that CYBORG results in a model
that generalizes better to samples generated by never-seen-
before GANs. Evaluation of a state-of-the-art “deep fake”
detection model on our test set shows that this task and syn-
thetic image detection are different domains.

Application of the CYBORG approach is possible for
tasks in which human accuracy is not at the “expert level”.
The human saliency maps used in this work came from a
task in which median human accuracy was 69.2% (Fig. 3),
and only saliency maps associated with correct human de-
cisions were applied.

Finally, we have shown that models trained classicaly
with 7 times more training data does not achieve the perfor-
mance of CYBORG-trained models, and that replacing hu-
man perception-driven maps with automatic face segmenta-
tion masks ends up with performance inferior to CYBORG.
This shows value of the proposed mechanism to apply hu-
man perception to use limited data effectively in training.
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