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Abstract

Occlusions have long been a hard nut to crack in opti-
cal flow estimation due to ambiguous pixels matching be-
tween abutting images. Current methods only take two con-
secutive images as input, which is challenging to capture
temporal coherence and reason about occluded regions.
In this paper, we propose a novel optical flow estimation
framework, namely MFCFlow, which attempts to compen-
sate for the information of occlusions by mining and trans-
ferring motion features between multiple frames. Specifi-
cally, we construct a Motion-guided Feature Compensation
cell (MFC cell) to enhance the ambiguous motion features
according to the correlation of previous features obtained
by attention-based structure. Furthermore, a TopK atten-
tion strategy is developed and embedded into the MFC cell
to improve the subsequent matching quality. Extensive ex-
periments demonstrate that our MFCFlow achieves signifi-
cant improvements in occluded regions and attains state-of-
the-art performances on both Sintel and KITTI benchmarks
among other multi-frame optical flow methods.

1. Introduction
Optical Flow (OF) estimation is a fundamental low-level

vision task, which describes a 2D displacement field from
frame It to the next frame It+1. OF steadily serves as a
salutary clue providing dense correspondence for predic-
tion tasks related to motions in videos, providing essen-
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Figure 1: The optical flow field estimated by RAFT, MFR,
and our MFCFlow on Sintel test set. Our method can gen-
erate better results via motion features compensation, espe-
cially for occluded regions, such as the edges of the ‘bowl’.

tial motion clues for high-level practical applications such
as autonomous driving [23], action recognition [34, 26],
video super-resolution [3, 29, 37], and video interpolation
[39, 20, 14].

FlowNet (S,C) [4] is the pioneering work to employ con-
volution neural networks (CNNs) for optical flow. After
that, OF estimation methods have made tremendous strides
[27, 32, 24, 28, 35, 15]. As Ranjan [27] first proposes a
coarse-to-fine spatial pyramid network named SPyNet to

5068



estimate OF at multiple resolutions and the cost volume is
introduced to discriminatively evaluate the matching sim-
ilarity in PWC-Net [32] for warped features, the perfor-
mance of these OF estimation methods have been greatly
improved. However, occluded regions are still intractable
to deal with for these methods, which spurs us to dig deeper
to handle occlusions.

As highlighted in GMA [15], in optical flow estimation,
an occluded point is defined as a point that toggles between
visible and invisible states in the time domain. Here, Fig-
ure 1 demonstrates one general case of occlusions, where
part of the bowl moves out from behind the fingers. This
phenomenon is the mutual occlusion that occurs due to the
motion between objects in the shot. In addition, Figure 2
shows another case of occlusions, where part of the blade
moves out of the frame view. Both phenomena show that
OF estimation is ill-defined in occluded regions, because
there is no real corresponding point in the target image.
That is, there are no correct matching relationships for these
occluded points. As a result, motion features in occluded
regions can not be internally consistent, leading to ambi-
guities in subsequent feature-level matching, especially for
two-frame methods.

The ambiguity in cost volume due to occlusions will
lead to failure to reason about occluded regions. Aiming
at the aforementioned occlusion problem, in classical varia-
tional approaches, researchers generally introduce extra ob-
jective functions to constrain occlusions [40, 1]. In the deep
learning era, they place hopes on CNNs to learn occlusion
maps[12, 9, 22, 13, 41], without much success. Nonethe-
less, given the continuity of motion, the current occluded
region may find corresponding points in an earlier frame.
Moreover, the “oracle” study about temporal information in
MFF [28] confirms that the previous optical flow can pro-
vide complementary information, suggesting that leverag-
ing motion features from multiple frames matters.

In view of this, we propose a novel multi-frame frame-
work that leverages motion features concerning time to re-
cover ambiguous features for optical flow estimation. Con-
sidering that, for a multi-frame framework, how effectively
fuse the features between multiple frames is a crucial chal-
lenge. Thus we design an attention-based feature compen-
sation strategy to fuse pair of motion features for recovering
the motions from ambiguity. In order to ensure that the sub-
sequent matching is more accurate and reasonable, a TopK
Selector is further introduced into the feature fusion as an
additional feature filtering on the attention matrix. In sum-
mary, the key contributions of our work are as follows.

• For handling ambiguities caused by occlusions in opti-
cal flow estimation, we propose a novel multi-frame
recurrent framework, namely MFCFlow, that aggre-
gates previous features along the image sequences to
recover current ambiguous motions.

• We suggest a novel attention-based feature compen-
sation strategy to exploit the temporal coherence be-
tween motion features in the proposed MFC cell. Be-
sides, we deploy the TopK attention to filter the most
relevant and effective pixels, significantly reducing re-
dundant information and noisy correlations in feature
matching.

• Our MFCFlow outperforms top-performing multi-
frame approach MFR[16], and achieves state-of-the-
art performances on both Sintel [2] and KITTI [23], es-
pecially making remarkable improvements in occluded
regions.

2. Related Work

OF Estimation via Deep Learning Variational ap-
proaches dominate optical flow estimation since the work
of Horn and Schunck [6]. Accompanied by the popular-
ity of computer vision applications, CNNs play a more im-
portant role, and optical flow estimation via deep learning
is showing an inevitable trend. FlowNet (S, C) [4] is the
first deep learning approach for OF estimation, along with a
synthetic training dataset, FlyingChairs. However, the ac-
curacy is not as good as classical algorithms. IIg et al.
[11] combines multiple flownets and proposes a small fu-
sion network for flow refinements, flownet2.0, whose ac-
curacy is comparable to classical methods but inefficient.
Some of the follow-up works seek to leverage classical
practices, such as warping-based estimation. PWC-Net [32]
has then been a baseline for lightweight networks and sev-
eral top-performing methods [7, 28, 19]. Recently, RAFT
[35] achieves new benchmark results via a 4D all-pair cost
volume with a recurrent unit. Some modules in our pro-
posed framework are also inspired by the successful RAFT.
While these methods obtain good results in most cases, they
do not allow actual reasoning in occlusions.

Occlusion Handling As OF is ill-defined in occluded re-
gions due to its violation of the brightness constancy con-
straints, occlusion handling plays an essential role in precise
estimation. Classical methods treat occlusions as outliers
and optimize robust objective functions in variational ap-
proaches [40, 1]. Other methods jointly estimate OF and oc-
clusions with significant improvements [12, 9]. Occlusion
maps matter in unsupervised methods because they need to
ignore occluded regions in photometric loss [22, 13]. In the
self-supervised method, an occlusion map is also a must for
filtering features to avoid ambiguity due to occlusions [41].

Different from previous works, we will not estimate the
occlusions map. We target improving performance in oc-
cluded regions via the motion feature compensation, not
requiring estimating an occlusion map as the optimization
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Figure 2: Illustration of ambiguities caused by occlusions. Sample frames are selected from Sintel (final) training data.
The yellow dot A

′
at time t moves to the purple dot A

′′
at time t + 1, and the invisibility of target point A

′′
will lead to the

motion feature extracted by grid sampling getting ambiguous. As depicted in the motion feature (MF) visualization, the blade
is indistinguishable from the human body. However, at time t − 1, the yellow dot A is visible, and the MFt−1→t is clearly
evident. The MFt−1→t is highly coherent to our target MFt→t+1. We can utilize MFt−1→t to compensate MFt→t+1, which
in turn improves the final optical flow estimation.

prior. Similar to interpolation approaches, our method mod-
els temporal coherence to achieve better interpolation re-
sults in occlusions.

Multi-Frame OF Estimation Leveraging temporal co-
herence has been proven to improve the OF estimation
quality that OFt−1→t can be utilized to recover ill-defined
OFt→t+1 [28, 24, 5, 22, 19, 16]. Ren et al. [28] proposes a
multi-frame fusion process to fuse OFt−1→t and OFt→t+1.
ContinualFlow [24] introduces a temporal connection to
pass OFt−1→t to the estimation process to get the target
OFt→t+1. Inspired by ContinualFlow, STaRFlow[5] pro-
poses a STaRFlow cell to pass features in multiple scales,
jointly with occlusion maps. Our work is close to the meth-
ods mentioned above, but we pass the motion features not
OF to subsequent estimation. Moreover, we are surprised
to find that unsupervised learning methods using multi-
ple frames also have an improved performance [22, 19].
Very recently, Jiao et al. [16] combines multiple frames to
leverage motion consistency to obtain a better-performing
method named MFR, which is the most relevant work as
ours. However, MFR feeds motion features to a two-layer
CNN connected by a ReLU activation, which is hard to deal
with distracting information, while we develop an attention-
based feature fusion strategy to leverage motion features in
a more effective multi-frame setting.

3. Methodology
We propose a multi-frame optical flow estimation algo-

rithm for addressing occlusions. To fuse motion features

of different moments in the image sequences, we design a
simple but effective module, Motion-guided Feature Com-
pensation cell (MFC cell), which is applied recurrently con-
cerning the time scale. We first describe the phenomenon
of ambiguities caused by occlusions in Section 3.1, and fur-
ther propose our multi-frame framework and present an un-
rolled representation of our model in Section 3.2. Finally,
we elaborate on the proposed MFC cell, which is used to
compensate for ambiguous motion features in Section 3.3.

3.1. Problems Statements

As mentioned in MFR [16], given consecutive image
features gθ(It), gθ(It+1), where gθ is the feature extractor,
H and W are the height and width of the feature map re-
spectively, and D is the channel dimension of the feature
map. The correlation volume layer can encode the motion
feature similarity between gθ(It) and gθ(It+1) to generate
the 4D cost volume, C. The center of the sampling grid
from C, is determined by the optical flow OFt→t+1, for ex-
amples in Figure 2. The motion feature MF will be able
to store the most relevant matching points for each pixel in
frame It, and the final optical flow can be iteratively up-
dated from MF via CNN blocks[35].

The workflow seems to work perfectly for most of the
video scenes. However, when considering the occlusions
and large displacement, we can observe that the generated
motion feature MF may be sampled from the area that ex-
tends beyond the cost volume boundary, resulting in the
ambiguity of matching points. In other words, we cannot
determine the most relevant points in grid samplings in am-
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Figure 3: Unrolled view of the proposed multi-frame recurrent network for optical flow estimation (MFCFlow).
MFCFlow takes N + 1 frames (Ik,k∈t−2,t−1,t,t+1) as input and outputs N OFs. Feature extraction blocks that encodes
the input frames are identical with shared weights. The cost volume (C) generates motion features (MFk) from feature
pair Fk and Fk+1. The Motion-guided Feature Compensation cell (MFC cell) exploits the temporal coherence between
consecutive MFs to refine the current MF, which will be passed to update blocks for subsequent OF estimation.

biguous regions. Specifically, as illustrated in Figure 2, the
yellow pixel A′ from time t will move to the purple dot,
which is invisible at time t + 1 with a large displacement.
The invisibility of the target point leads to ambiguous grid
sampling during motion feature generations, making it dif-
ficult to forward plausible motion features to update blocks.
Multiple frames carrying additional information about ob-
ject motion are conducive to motion feature recovery and
temporal coherence constraints.

3.2. Schematic Overview of the Framework

To address the ambiguities caused by occlusions, we
propose a multi-frame architecture named MFCFLow to
aggregate historical motions and recover ambiguous fea-
tures. As illustrated in Figure 3, for presentation clarity,
we focus on four-frame optical flow estimation. Given
four input frames It−2, It−1, It, and It+1, we aim to es-
timate the optical flow from frame It to frame It+1, de-
noted as OF

It+1

t→t+1. The superscript I indicates that it
fuses information from all of the previous frames, as op-
posed to OFt→t+1. In the model training phase, our
multi-frame estimation method will take N + 1 frames
(It−N+1, ..., It, It+1) as input and output N optical flows
(OF

It−N+2

t−N+1→t−N+2, ...,OFIt
t−1→t,OF

It+1

t→t+1), which will
be further supervised. When conducting inferences on ‘test’
set, we only select the last OF

It+1

t→t+1 as the model output.
MFCFlow takes N+1 consecutive frames as input. First,

the image features are extracted from the input frames via
a shared convolution neural network. The features encoder
gθ, similar to RAFT [35], maps the input frame to dense
features maps at a lower resolution. Then we generate the
motion features from gθ(Ik) and gθ(Ik+1) via a 4D cost vol-
ume C. MFC cell will further exploit the temporal coher-
ence between consecutive MFs to refine the current MFk

to provide non-local information for better interpolations
in occluded regions. We will give a detailed description
of the MFC cell in Section 3.3. MFC cell finally output
a motion-augmented feature M̃Fk. The concatenation of
original MFk and M̃Fk is the desired aggregated feature
AFk. The update blocks will iteratively decode the aggre-
gated feature to generate the final optical flow.

3.3. Motion-guided Feature Compensation Cell

Ambiguities caused by occlusions may be difficult to al-
leviate via only two frames because of insufficient local in-
formation in occluded regions. However, temporal coher-
ence through the frame sequences can provide non-local in-
formation for motions, which can be viewed as a non-local
interpolation for ill-defined optical flow.

Although the motion feature (MFt) inferred from time
t to time t + 1 is ambiguous, we can model temporal co-
herence along a sequence of consecutive frames to compen-
sate for MFt. During a short period of ∆t, MFt−1 and
MFt should be highly internally coherent. We compensate
MFt with historical MFi(<t) based on the similarity, which
means we should pay more attention to regions with simi-
lar motion features through the image sequences. Success-
ful MFR [16] ignores the constraints of relevance in feature
selections, which may lead to noisy motions. Inspired by
transformers [36], we explore the TopK Cross-attention Se-
lector for our query and value features are the projection
of the MFt, and the key features are the projection of the
MFt−1, aiming at fusing temporal motion features. The at-
tention matrix computed from the query and key features is
used to augment the value features. The augmented value
features will iteratively be decoded to output the final OF.

Figure 4 depicts the detailed structure of the Motion-
guided Feature Compensation cell. After previous-
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Figure 4: Structure of the Motion-guided Feature Compen-
sation cell (MFC cell).

stage computation, previous aggregated feature PAFIt
t−1 is

achieved. We perform a series of feature extraction for
frame pair {It, It+1} to get the initial ambiguous motion
feature MFt.

Let x ∈ RN×Dm denote the PAFIt
t−1, and y ∈ RN×Dm

denote the MFt, where N = H × W , H and W are the
height and width of the feature map respectively, and Dm is
the channel dimension of the feature map. The ith feature
vector is denoted xi ∈ RDm . The attention part of our MFC
cell computes the feature vector as a weighted sum of the
projected motion features. The augmented motion feature
AMF

It+1

t , denoted as ỹ, is defined as :

ỹi =

N∑
j=1

f(Q(yi),K(xj))V(yj) (1)

where Q, K, V are the projection function for the query,
key, and value vectors, f is the attention function given by:

f(xi, yj) = softmax(
⟨xi, (yj1 , ..., yjl , ..., yjD )⟩√

D
), yjl ∈ yj

(2)
The aggregated motion features AF

It+1

t , which will be
decoded for optical flow, is derived by:

ŷ = Concat(y, ỹ) (3)

We also explore the use of 2D relative positional em-
bedding [30] like GMA [15], allowing the attention map to
depend on both the feature self-similarity and the relative
position from the point. For this, the augmented motion
vector ỹ will be denoted as :

ỹi =

N∑
j=1

f(Q(yi),K(xj) + Posj−i)V(yj) (4)

where Posj−i denotes the relative positional embedding
vector index by the pixel offset j−i. Furthermore, the atten-
tion map from only the query vector and relative positional

embedding vector is investigated, dismissing the feature of
self-similarity. Thus, the ỹ will be deduced by:

ỹi =

N∑
j=1

f(Q(yi),Posj−i)V(yj) (5)

The attention matrix demonstrates the point-to-point
similarity, which is redundant in Softmax [17] function.
Each 2D point in frame t has at most one corresponding
location in frame t+ 1. In consideration of brightness, fast
motions, motion blur, illumination effects, uniformly col-
ored objects, and other factors, each point will not be rele-
vant to all points in the reference frame yet. We get inspi-
ration from KVT [38], which selects TopK scores for the
follow-up Softmax function. We believe TopK reference
points according to matching similarity are sufficient for
our MFC cell. Therefore, the TopK cross-attention strategy
is adopted. To be specific, we only sift out TopK relevant
points for subsequent feature matching, and fTopK will be
developed by:

f(xi, yj) = softmax(
⟨xi, (yj1 , ..., yjl , ..., yjD )⟩TopK√

D
)

(6)
The final output of MFC cell ŷ (AF

It+1

t ) is the con-
catenation of the original motion feature and its augmen-
tation, which can be formulated as ŷ = Concat(y, ỹ) =

Concat(MFt,AMF
It+1

t ).

3.4. Multi-Frame Training Loss

Update Blocks will estimate a sequence of flow estimates
{f1, f2, ..., fM} for each pair of images, and the final fM
will be viewed as the target refined flow. We use N + 1
frame training sequences and train our network to estimate
the optical flow for a series of frames. Our proposed net-
work takes N + 1 frames as input and output N flows. In-
formation from previous frames will be transmitted through
the feature fusion module. At the end of the sequence, we
update the weights to decrease:

L =
1

N

N∑
i=1

Li (7)

where Li is the l1 distance between each pairs of predicted
and ground truth flow over the entire sequence of predic-
tions (fi1, ..., fiM ) with exponentially increasing weights.
Given the ground truth flow fgt, loss Li is defined as:

Li =

M∑
j=1

γj−M ||fgt − fij ||1 (8)
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Training Data Method Sintel (train) Sintel (test) KITTI-2015 (train) KITTI-2015 (test)
Clean Final Clean Final Epe-all F1-all F1-all

C+T+S/K

FlowNet2∗ [11] (1.45) (2.01) 4.16 5.74 (2.30) (6.8) 11.48
IRR-PWC∗ [10] (1.92) (2.51) 3.84 4.58 (1.63) (5.3) 7.65
MFF∗ [28] - - 3.42 4.57 - - 7.17
SelFlow∗ [19] (1.68) (1.77) 3.74 4.26 - (1.2) 8.42
STaRFlow-ft∗ [5] - - 2.72 3.71 - - 7.65
RAFT [35] (0.77) (1.20) 2.08 3.41 (0.64) (1.5) 5.27
MFR∗ [16] (0.65) (1.01) 2.01 3.29 (0.59) (1.3) 5.17
Ours∗ (0.58) (1.10) 1.63 2.89 (0.57) (1.2) 5.07

C+T+S+K+H

LiteFlowNet2 [8] (1.30) (1.62) 3.48 4.69 (1.47) (4.8) 7.74
PWC-Net+ [33] (1.71) (2.34) 3.45 4.60 (1.50) (5.3) 7.72
MaskFlowNet [41] - - 2.52 4.17 - - 6.10
RAFT [35] (0.76) (1.22) 1.94 3.18 (0.63) (1.5) 5.10
RAFT-warm [35] (0.77) (1.27) 1.61 2.86 - - -
MFR∗ [16] (0.64) (1.04) 1.55 2.80 (0.54) (1.1) 5.03
Ours∗ (0.56) (0.89) 1.49 2.58 (0.55) (1.1) (5.00)

Table 1: Quantitative comparsions of optical flow with EPE and F1 employed for evalution. Multi-frame methods are marked
with ∗.

4. Experiments

4.1. Implementation Details

We follow the standard optical flow training procedure
[32, 35, 11] of first pre-training our model on FlyingChairs
[4] and then on FlyingThings [21]. We then finetune on
either MPI Sintel [2] or KITTI [23]. Following [5], we
first train our multi-frame architecture, except the MFC cell
on 2D two-frame data. Then we train the MFC cell on se-
quences of N images from FlyingThings3D. We use a batch
size of 4 for training. We will Finetune on MPI Sintel or
KITTI. For Sintel, we can supervise every time step. We
only supervise the last-step estimation in KITTI because
only the last time step is annotated in the multiview KITTI
dataset.

We train our model on four RTX3090 GPUs with Py-
torch Library [25]. We adopt the same hyperparameters as
RAFT [35] for the base network and utilize the the one-
cycle learning rate policy [31], with the highest learning rate
set to 2.5×10−4 for FlyingChairs and then 1.25×10−4 for
the rest. For the MFC cell, we empirically choose channel
dimensions Dm = 16. Other learning settings such as data
augmentation are similar to RAFT.

4.2. Comparisons with the State-of-the-Art Works

We evaluate the proposed MFCFlow on standard bench-
marks, Sintel and KITTI. Average end-point error (EPE)
and percentage of optical flow outliners (F1) are used for
evaluation in Table 1. We follow previous methods [35, 16]
and train our model on C+T+S/K and C+T+S+K+H, respec-
tively. For a fair comparison, the frame number of our sub-

mitted model’s input is 4. MFCFlow outperforms RAFT
[35] and the top-performing multi-frame method MFR [16]
by a large margin especially on Sintel. With C+T+S/K
training, we achieve EPE of 1.63 on Clean pass and 2.89 on
Final pass in Sintel. MFCFLow improves a lot on KITTI,
with F1 of 5.07. Training with more data from HD1k
(H)[18] improves the performance of our model and re-
duces the testing error to 1.49 and 2.58 on Sintel. This phe-
nomenon is probably because MFC cells can extract motion
features. Overall, our MFRFlow achieves a new state-of-
the-art performance, demonstrating the benefit of exploiting
the temporal coherence to address occlusions. Note that,
compared to the performance on Sintel, our model achieves
minor improvement on KITTI. We believe this is due to the
insufficient training data of KITTI (only 200 sequences of
images), which is far from enough to train MFC cells. With
more training data, MFCFlow may achieve more apparent
improvements.

Furthermore, we show the visualization results of our
MFCFlow on Sintel and KITTI test set in Figure 5. It can
be observed that MFCFlow significantly alleviates the am-
biguity caused by occlusions such as the street lamp in front
of the car, which is in line with the expectations of the de-
signed MFC cell. Furthermore, thanks to the multi-frame
recurrent framework incorporating more matching cues, the
reflective regions (car windows) and illumination effects
(the human body and clothes) also achieve performance im-
provements. To conclude, by exploiting the temporal co-
herence, MFCFlow can give precise estimates and cogent
reasoning, and the experimental results demonstrate that re-
covering ambiguous motion features across temporal coher-
ence is indeed effective.
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Figure 5: Qualitative comparisons on Sintel and KITTI test datasets. The second row shows the visualization results of the
state-of-the-art RAFT[35], and the bottom row depicts ours.

4.3. Occlusions analysis

To explore whether the proposed model has advantages
for occlusions, we evaluate the AEPE for different regions
(‘noc’:non-occluded pixels and ‘occ’:occluded pixels) on
Sintel. We take Clean and Final pass as training data and
set Albedo pass as the test set with the ‘warm-start’ strategy
[35].

As shown in Table 2, for all Clean, Final, and Albedo,
our model is significantly improved in both ‘occ’ and ‘noc’
compared with the baseline RAFT. And it is worth noting
that the increases of AEPE in ‘occ’ are much larger than
that in ‘noc’ on all three passes (23.10% vs 10.56%, 20.36%
vs 18.66%, and 15.39% vs 4.47%), demonstrating the ben-
efits of MFC cells in handling occlusions. Because of the
completely missing features, ‘occ-out’ occlusions are more
challenging than ‘occ-in’ occlusions for two-frame optical
flow estimation methods like RAFT. On the contrary, our
method can completely remedy the adverse effects caused
by both two kinds of occlusions. As a result, the improve-
ment in ‘occ-out’ regions is more obvious. Interestingly, for
the Final pass, since it adds a lot of blur noise itself, no mat-
ter which area it is, there is a big pickup of our model. These
results fully demonstrate that, thanks to the MFC cell, the
proposed multi-frame recurrent framework is friendly not
only to motion-induced occlusions, but also to other noise-
induced ambiguous matching.

4.4. Ablations Results

To verify our design, we conducted the following abla-
tion experiments. Albedo pass marked with † is evaluated
with the ‘warm-start’ strategy [35] and settings used in our
final model are underlined.

We exploit the temporal coherence in our model and test
the inference time in the Sintel dataset on a single RTX
2060 GPU. For presentation clarity, we assume the frame-
work takes N frames as input. The motion feature MF1→2

extracted from frame 1,2 will pass forward along the time
dimension. Aiming to find the temporal relation, thus, some

Sintel
Datasets Type Pct RAFT

(AEPE)
Ours

(AEPE)
Rel.Impr

(%)

Clean
(Train)

Noc - 0.341 0.305 10.56
Occ (8.29%) 6.256 4.811 23.10
Occ-in (5.35%) 4.974 4.014 19.30
Occ-out (2.94%) 6.964 5.127 26.38
All - 0.773 0.634 17.98

Final
(Train)

Noc - 0.718 0.584 18.66
Occ (8.29%) 8.414 6.701 20.36
Occ-in (5.35%) 7.177 5.705 20.51
Occ-out (2.94%) 8.619 7.392 14.24
All - 1.280 1.031 19.45

Albedo
(Test)

Noc - 0.358 0.342 4.47
Occ (8.29%) 7.325 6.198 15.39
Occ-in (5.35%) 6.084 5.414 11.01
Occ-out (2.94%) 7.692 6.247 18.79
All - 0.867 0.770 11.19

Table 2: Occlusions analysis. The percentage of different
regions is denoted as ‘Pct’. In(out-of)-frame occlusion is
further split and denoted as ‘Occ-in(out)’.

historical motion features should be dropped due to mem-
ory cost and low correlation to the current motion feature.
Therefore, the number of input frames, N , will inevitably
make a difference to our framework. Detailed ablation re-
sults are shown below in Table 3. As the number of in-
put frames increases, the performance of the model contin-
ues to improve, even in background regions (F1-bg), further
demonstrating the effectiveness of the our model. However,
the inference time will increase as well. Considering the
fairness of comparison with other multi-frame methods and
precision, we set N = 4 in our final submitted model.

N
Albedo† KITTI (%) Timing (ms)

all noc occ F1-bg F1-all Sintel KITTI

2 0.867 0.369 7.186 4.81 5.12 138 353
3 0.817 0.357 6.658 4.80 5.11 281 685
4 0.802 0.359 6.418 4.71 5.07 422 1022
5 0.770 0.342 6.198 4.67 5.01 557 1358

Table 3: Impact of the numer of frames N in our model.

For the attention mechanism of our proposed model, we
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(a) Frame1 & Frame2 (b) Attention Map1 (c) Attention Map2 (d) Refined Flow

Figure 6: Attention map visualizations on the Sintel (test) final pass. Dot A and dot B in Frame 1 move to dot A
′

and dot
B

′
in Frame 2. We show the attention map and final refined optical flow for the last three columns. The top row visualizes

RAFT [35], and our MFCFlow generates the bottom row. The green square indicates the original position of the query point,
and the blue square denotes the most relevant point to the query point. The brighter colors mean higher attention weights
(more similar). Arrows in the last column highlight significant improvements.

Type
Sintel (train) Albedo† (test) KITTI (train)

Clean Final
all noc occ EPE F1

all all

p 0.681 1.125 0.822 0.343 6.896 0.561 1.184
c 0.668 1.140 0.817 0.357 6.658 0.573 1.214

+p 0.692 1.130 0.851 0.375 6.891 0.595 1.333

Table 4: Ablation results about attention mechanism.

TopK
Sintel (train) Albedo† (test) KITTI (train)

Clean Final
all noc occ EPE F1

all all

60% 0.671 1.138 0.824 0.362 6.693 0.574 1.215
70% 0.673 1.140 0.806 0.357 6.498 0.573 1.211
80% 0.671 1.137 0.802 0.352 6.509 0.572 1.210
90% 0.670 1.140 0.835 0.367 6.773 0.573 1.211
100% 0.668 1.140 0.817 0.357 6.658 0.573 1.214

Table 5: Impact of the percentage of reference motion fea-
tures in our model.

compare the performance of different inputs of the attention
function: (1) positional attention replaces content attention,
denoted as (p), (2) only content attention, denoted as (c), (3)
positional attention adds to the content attention, denoted as
(+p). As illustrated in Table 4, the addition of positional en-
coding benefits our model with minor improvements. Based
on comprehensive considerations such as model complex-
ity, we choose the model with only content attention in our
final model. In Figure 6, we show the attention map visual-
izations on the Sintel (test) final pass. RAFT and MFCFlow
inevitably make many noisy correlations. However, with
temporal coherence, MFCFlow filters out some noisy cor-
relations, so further refined flow is more precise, demon-
strating the benefits of the attention mechanism.

We also ablate the percentage of reference motion fea-
tures, filtering the most relevant features for following

reweighting. Results are shown in Table 5, and we deter-
mine the model corresponding to 80%.

5. Conclusions

We explore the ambiguity caused by occlusions, for
which we propose a novel multi-frame recurrent optical
flow estimation framework (MFCFlow) that aggregates mo-
tion features in temporal sequences to diminish regional
ambiguity. We introduce an attention-based Motion-guided
Feature Compensation cell (MFC cell), where previous mo-
tions will be utilized to recover current ambiguous features,
effectively fusing temporal coherence with respect to the
time scale. Furthermore, a TopK attention selector is em-
ployed to filter out irrelevant references, significantly re-
ducing noisy correlations in subsequent feature matching.
Extensive experiments on different optical flow benchmarks
show that our MFCFlow significantly improves predictions
in occluded regions. Notably, we find that motion features
in detail regions, such as the edge of the contour, may not
achieve reasonable compensation. In future work, we will
explore high-level feature consistency for better coherence
modeling. For example, exploring the potential constraint
from geometry motion and contour-based features may be
conducive to modeling temporal coherence.
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