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Abstract

Humans have an innate ability to sense their surround-
ings, as they can extract the spatial representation from
the egocentric perception and form an allocentric seman-
tic map via spatial transformation and memory updating.
However, endowing mobile agents with such a spatial sens-
ing ability is still a challenge, due to two difficulties: (1) the
previous convolutional models are limited by the local re-
ceptive field, thus, struggling to capture holistic long-range
dependencies during observation; (2) the excessive compu-
tational budgets required for success, often lead to a sepa-
ration of the mapping pipeline into stages, resulting the en-
tire mapping process inefficient. To address these issues, we
propose an end-to-end one-stage Transformer-based frame-
work for Mapping, termed Trans4Map. Our egocentric-to-
allocentric mapping process includes three steps: (1) the
efficient transformer extracts the contextual features from
a batch of egocentric images; (2) the proposed Bidirec-
tional Allocentric Memory (BAM) module projects egocen-
tric features into the allocentric memory; (3) the map de-
coder parses the accumulated memory and predicts the top-
down semantic segmentation map. In contrast, Trans4Map
achieves state-of-the-art results, reducing 67.2% parame-
ters, yet gaining a +3.25% mIoU and a +4.09% mBF1 im-
provements on the Matterport3D dataset.1

1. Introduction

Holistic scene understanding has a crucial role in both
indoor and outdoor applications, e.g., autonomous driv-
ing [30, 42, 43, 45], indoor exploration and navigation [17,
22, 28, 31], as well as indoor and outdoor mapping [5, 6,
11]. These tasks are ordinary for humans with excellent spa-
tial perception ability, as they can continuously extract in-
formation from the egocentric perspective, and construct the
scene semantic map in the allocentric perspective through
the memory and spatial transformation.

*Correspondence: jiaming.zhang@kit.edu
1Code at: https://github.com/jamycheung/Trans4Map.
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Figure 1: The egocentric-to-allocentric semantic map-
ping. Given a front-view image sequence of length N ob-
served along a trajectory (the red dash line), Trans4Map
performs the online extract-project-segment pipeline, yield-
ing an allocentric semantic map in bird’s eye view.

However, the semantic mapping is still difficult for an
artificial intelligent mobile agent, particularly when explor-
ing an unfamiliar environment. In this work, we focus on
the image-based semantic mapping task, by predicting allo-
centric semantic segmentation from egocentric images. As
the example shown in Fig. 1, given a trajectory in the scene,
which is composed of a batch of first-view RGB images and
the corresponding known camera pose, the mobile agent
performs three steps: (1) extracting rich and compact con-
textual features; (2) projecting and updating the egocentric
features in the online intermediate allocentric memory as
spatial-semantic representation of the complex spaces; (3)
parsing and predicting the final top-view semantic mapping
via the decoder. The image-based egocentric-to-allocentric
mapping pipeline is more in line with human intuition, and
is able to perform mapping in an efficient way, avoiding the
need for a time-consuming reconstruction phase [13].

In Fig. 2, image-based semantic mapping methods are
divided into four pipelines. The project-then-segment
pipeline (Fig. 2a) projects N high-resolution observations
into Bird’s Eye View (BEV), that hinders the small object
segmentation due to the lack of fine visual information. The
segment-then-project pipeline (Fig. 2b) depends heavily on
the front-view segmentation performance and may accumu-
late errors from one to another stage. The offline project-
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Figure 2: Semantic mapping pipelines. The two-stage pipelines (a)(b)(c) differ from the projection locations, i.e., early, late, and
intermediate offline projection. The one-stage pipeline (d) avoids 2.5TB storage by using online projection and has a higher mIoU.

then-segment pipeline (Fig. 2c) requires large-scale local
storage to save the feature map given by the pre-trained
encoder of the first stage. It further demands huge GPU
memory to reload offline features for the second stage train-
ing. Unlike two-stage pipelines above, our proposed on-
line project-then-segment pipeline (Fig. 2d) performs online
implicit projection and enables end-to-end and resource-
friendly BEV semantic mapping. The one-stage pipeline
is crucial, because it fits resource-limited platforms, e.g.,
robots. Further, it helps mobile agents to quickly construct
maps and get familiar with the unknown space.

However, a lightweight but effective backbone that re-
quires few resources is the decisive factor to achieve suc-
cessful one-stage semantic mapping. The vision trans-
former architecture [40] is able to capture long-distance
contextual dependencies, forming a non-local representa-
tion. This mechanism naturally fits the semantic mapping
task, since the mapping process demands a holistic un-
derstanding of scenes. This assumption leads us to re-
visit the top-down semantic mapping with a transformer-
based model and put forward a novel end-to-end one-stage
Trans4Map framework. It delivers two primary benefits:
(1) the long-range feature modeling ability is advantageous
to obtain a more comprehensive spatial representation dur-
ing the egocentric observation process; (2) the efficient
and lightweight model structure enables the one-stage end-
to-end mapping pipeline. Besides, unlike the previous
method [3] using a single GRU cell to reload the offline fea-
tures, we propose a novel Bidirectional Allocentric Memory
(BAM) to combine features from both directions, which can
avoid the occluded objects to be classified as other category,
e.g., chairs under tables. Further, our BAM implicitly per-
forms the efficient online projection, as another key point in
implementing the one-stage mapping pipeline (Fig. 2d).

To succeed in the end-to-end one-stage Trans4Map
framework, we investigate a vast number of advanced deep
architectures [24, 25, 41, 47]. According our experiments
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Figure 3: Semantic mapping scores (mIoU) evaluated by
CNN- and Transformer-based backbones with different
numbers of parameters (M). Trans4Map models achieve
better results yet with fewer parameters.

in Fig. 3, we found that simply applying transformer-based
backbones does not guarantee improvement. Thanks to
the proposed framework and BAM module, our Trans4Map
models have much fewer parameters, yet achieve surprising
semantic mapping scores. The B2 version reduces 67.2%
parameters compared to SMNet [3] and sets a new state-of-
the-art of a >40% mIoU on the Matterport3D [4] dataset.

To summarize, we present the following contributions:
• Rethink the top-down semantic mapping task in a one-

stage pipeline to fit resource-constrained platforms.
• Propose an end-to-end Transformer for Mapping

(Trans4Map) framework to perform egocentric-to-
allocentric semantic mapping, yielding a holistic dense
understanding for indoor exploration.

• Put forward a novel Bidirectional Allocentric Memory
(BAM) which accumulates and projects the egocentric
feature to the allocentric spatial tensor, via combining
online memories from two directions.

• Our framework outperforms state-of-the-art counter-
parts on both the Matterport3D dataset and the Replica
dataset, while using a more lightweight model.
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Figure 4: The overview of the end-to-end Trans4Map framework. There are a transformer-based encoder for extracting
the egocentric features from the RGB images, a Bidirectional Allocentric Memory (BAM) to project and accumulate the
extracted feature sequence to the allocentric feature map via the known depth and pose information, and a CNN-based
decoder for parsing the accumulated feature and predicting the allocentric semantics.

2. Related Work

Semantic Mapping. Recently, a number of approaches
have emerged around semantic mapping. Semantic SLAM
pipelines [13, 32] forward the images into a segmentation
network and then project predicted labels onto the top-
view map. These efforts follow the segment-then-project
pipeline, which is particularly rigorous for depth informa-
tion, i.e., the global coordinates of each pixel in RGB im-
ages. Unfortunately, a slight error can lead to an offset in
the projection, as well as an under-fitting of model train-
ing. The project-then-segment pipeline [36] loses a vast
amount of visual information during the projection phase,
which hinders the small object segmentation. In contrast,
SMNet [3] performs offline project-then-segment pipeline,
which trains the encoder and decoder separately in two
stages and does not optimize the training process from the
first-view inputs to the top-view semantics as a whole.

Lu et al. [26] proposed an end-to-end network encod-
ing the front-view information of the driving scene utiliz-
ing a variational encoder-decoder network [19] and then
decoding it into a 2D top-down view. Pan et al. [29] rep-
resented a cross-view network with a View Parsing Net-
work (VPN) - an MLP that parses semantics across dif-
ferent views. Both methods predict a local semantic top-
down map with an end-to-end network from egocentric ob-
servations. These methods do not encode depth informa-
tion, so the objects on the semantic map do not reflect their
geometry structure. Moreover, there are many Bird’s-Eye-
view (BEV) semantic segmentation approaches for driv-
ing scene perception [2, 8, 10, 12, 20, 34, 44] emerging in

the field. BEVFormer [20] aggregates spatiotemporal cues
from surround-view cameras, whereas ViT-BEVSeg [9]
uses a spatial transformer decoder for generating seman-
tic occupancy grid maps. Differing from these works, we
revisit various backbones including CNN- or Transformer-
based and propose a transformer-based end-to-end frame-
work, which acts as a one-stage BEV semantic mapper for
holistic indoor scene understanding. In addition, the align-
ment and geometric structure of objects in the generated se-
mantic map are successfully obtained.

Allocentric Spatial Memory. Incrementally generating a
top-view map from egocentric observations requires dy-
namically updating the allocentric memory, i.e., aggregat-
ing information over time, such as a mobile agent traveling
around an indoor scene. Visual SLAM pipelines [1, 27, 38]
for this task involve multiple modules such as tracking,
mapping, relocalization, loop closure, and graph optimiza-
tion through bundle adjustment. MapNet [14] developed
RNN to update memory and registers new observations via
dense matching. Tung et al. [39] proposed Geometry-aware
Recurrent Neural Networks (GRNNs) to segment objects in
3D. This work is very memory-demanding due to the high-
dimension features. The closest work to our approach is
SMNet [3] which uses a GRU to update the projected ten-
sor. Unlike previous works, we propose a bidirectional allo-
centric memory that can better accumulate information over
time and segment occluded objects. This crucial design al-
lows Trans4Map to perform implicit online projection, en-
abling the one-stage mapping pipeline and setting the new
state-of-the-art in the large-scale indoor scenes.
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3. Methodology
In this section, we revisit the allocentric semantic map-

ping task with vision transformers and introduce our pro-
posed end-to-end one-stage framework, that can generate
allocentric semantic maps from egocentric observations.

3.1. Trans4Map: Framework Overview

As shown in Fig. 4, our end-to-end Trans4Map frame-
work includes three steps: (1) the incoming N egocen-
tric images are fed into the transformer-based backbone
(in Sec. 3.2), which extracts contextual feature and long-
range dependency; (2) the Bidirectional Allocentric Mem-
ory (BAM) module (in Sec. 3.3) projects the extracted
feature via the depth-based transformation index; (3) the
lightweight CNN-based decoder parses the projected fea-
ture and predicts the allocentric semantics.
One-stage pipeline. An efficient one-stage semantic map-
ping pipeline is crucial for fast constructing map and is re-
quired to deploy mobile agents on resource-limited plat-
forms. The previous SMNet [3] uses a two-branch CNN-
based backbone to extract features from RGBD images.
Due to the heavy dual-branch backbone, the data pipeline
is divided into multiple stages: extracting RGBD feature
maps by using a frozen encoder; storing the feature maps
locally; and reloading them to fine-tune the decoder. Un-
like such a multi-stage data flow, our framework shown in
Fig. 4 operates in an one-stage end-to-end manner, benefit-
ing from three designs: (1) a transformer-based backbone
is leveraged to capture holistic features and long-range de-
pendencies, instead of narrow-receptive-field CNN-based
backbones; (2) a single branch structure for extracting RGB
features makes the whole model more lightweight than
the dual-branch one; (3) an online training pipeline from
egocentric images to allocentric semantics is constructed,
avoiding using the time-consuming two-stage process and
feature maps storage. Following the one-stage pipeline, our
framework can achieve superior allocentric semantic map-
ping, while maintaining efficiency.

3.2. Transformer backbone

To fully investigate the proposed Trans4Map frame-
work, we explore different model architectures and learn-
ing modalities for the allocentric semantic mapping task,
as shown in Fig. 5. The architectures are constructed by
four stages, and each stage includes a series of convo-
lutional blocks (see Fig. 5c) or self-attention blocks (see
Fig. 5a). Different from the convolutional architecture, the
transformer-based architecture is able to capture non-local
features, thanks to the self-attention operation [40]. Con-
sidering that cross-modality complementary features are in-
formative for predicting semantics [15, 16, 23], we lever-
age RGB-Depth inputs and a multimodal architecture (see
Fig. 5b) is reformed by using efficient self-attention blocks.
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Figure 5: Semantic mapping architectures.

For brevity, we describe the operation of the single-
modal process, while the bimodal process involves an ad-
ditive fusion at each stage, in which the fusion block ob-
tains the extracted contextual features and geometry fea-
tures and then fuses them per pixel with the same dimen-
sion. Given a batch of RGB images of size N×H×W×3,
the divided patches are passed through the four-stage trans-
former blocks, to obtain the hierarchical feature represen-
tation with downsampling rates of { 1

r1
, 1
r2
, 1
r3
, 1
r4
} and in-

creasing channels of {C1, C2, C3, C4}. Then, the multi-
scale features are concatenated by an MLP layer and fol-
lowed by a convolution layer with 64 channels. So the
hierarchical features are fused into an egocentric feature
of size N×H

r1
×W

r1
×64. To study different semantic map-

ping architectures, the multi-scale features in this work
are extracted with { 1

4 ,
1
8 ,

1
16 ,

1
32} downsampling rates and

{64, 128, 320, 512} channels.

To compare CNN- and transformer-based models, the
RedNet backbone [16] used in SMNet and the ConvNeXt
backbone are selected to form CNN-based mapping mod-
els, while transformer-based models include FAN [47],
Swin [24], and SegFormer [41] backbones. Based on our
experiments, we adopt SegFormer [41] as the default back-
bone of our visual encoder, as its simple and lightweight
design can generate features ranging from high-resolution
fine features to low-resolution coarse features. More abla-
tion studies and discussions are unfolded in Sec. 4.4.

3.3. Bidirectional Allocentric Memory

After acquiring the egocentric features through the afore-
mentioned transformer backbone, the projective index is
needed to project representative contextual features into an
allocentric memory map. In the Habitat simulator [35], we
can directly obtain the state of the moving agent and then
calculate the camera pose using relative orientation and po-
sition. In order to perform the online projection, we need to
derive the 3D position of each pixel in the egocentric image,
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as presented in Eq. (1) and Eq. (2). x
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K in Eq. (1) is the camera intrinsic parameter matrix,
[R|−→t ] in Eq. (2) are the rotation matrix and the transla-
tion matrix, respectively. First, in Eq. (1), using the pinhole
camera model and the depth of each pixel du,v , the pixel co-
ordinate (u, v) in the image coordinate system can be con-
verted into the camera coordinate system. Then, in Eq. (2),
the camera coordinates denoted as (x, y, z) of each point are
converted to world coordinates denoted as (X,Y, Z) using
the rotation matrix and the translation matrix.

Each pixel in the allocentric memory map represents
a 2cm× 2cm cell in the scene of the Matterport3D
dataset [4], so the projective index (i, j)m can be calculated
by dividing the world coordinates X and Z of each point
by the resolution. Finally, we project egocentric features
of N batch size onto the allocentric memory map using the
calculated projective index.

To enhance the long-range content dependency and ag-
gregate the incoming information completely, we propose
Bidirectional Allocentric Memory (BAM), in which we
transmit projected features via Bi-directional GRU (Bi-
GRU), which are used to update and accumulate incoming
observations from two directions. Specifically, BAM adds
a reverse GRU unit that performs feature parsing and ac-
cumulation. As shown in Fig. 6, the upper GRU unit pro-
cesses the allocentric memory tensor in a forward direction
from the M t−1 to the M t feature and the lower GRU unit
in a backward direction from the M t to the M t−1 feature.
A simple yet effective convolutional layer is applied to fuse
two projected allocentric memory features. The computa-
tion of updated spatial memory tensor is formulated as:

M t
i,j = GRU(F t

i,j ,M
t−1
i,j ); (3)

M t−1
i,j = GRU(F t−1

i,j ,M t
i,j); (4)

T = Conv(M t
i,j ,M

t−1
i,j ). (5)

M t
i,j and M t−1

i,j are the current time step spatial memory
and previous time step spatial memory, respectively. The
fused spatial memory tensors T are accessible to the de-
coding step for the final semantic top-down map prediction.
Thanks to the bidirectional parsing process, BAM is able to
accumulate the observations per each time step in both di-
rection in parallel, thus, it can better avoid occluded objects
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Figure 6: Bidirectional Allocentric Memory (BAM).

being wrongly-classified. With BAM, Trans4Map can pro-
duce a more meaningful allocentric representation which
combines bidirectional projected features.

4. Experiment
4.1. Datasets

Matterport3D. The Matterport3D dataset [4] contains
photo-realistic scans of 90 building-scale environments. It
provides RGBD images and 3D annotations with 40 cate-
gories, which are crucial for scene understanding tasks. We
follow the same dataset split as SMNet [3], consisting of
61 training scenes, 7 validation scenes, and 17 test scenes,
which mainly focuses on 12 object categories: chair, table,
cushion, cabinet, shelving, sink, dresser, plant, bed, sofa,
counter, fireplace. Other rare objects and floor surfaces are
masked as void classes. Given a trajectory, we sample 50
sets of N consecutive waypoints in each unique scene via
Habitat simulator [35]. The N consecutive RGBD image
sequences as a batch are forwarded into the model as input.
Replica. The Replica dataset [37] contains 18 various
highly photo-realistic indoor environments. It provides
dense-mesh, high-resolution RGBD images and also a large
range of instance annotations with 88 categories. We follow
the same setup as in the Matterport3D dataset, i.e., focusing
on 12 object categories. We test our model on the Replica
using the weight that was trained on Matterport3D dataset,
so the 18 scenes are included in the test split.

4.2. Implementation details

Performing the online project-segment paradigm, we
train our model in an end-to-end manner. For the ablation
study, we revisit the transformer-based mapping and inves-
tigate several visual encoders in our model which are pre-
trained on the ImageNet [33] and ADE20K [46], and the
BAM module and the decoder are randomly initialized. We
use the AdamW optimizer [18] to train our model with four
1080Ti GPUs on the Matterport3D dataset. The learning
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Table 1: Allocentric semantic mapping results on the
Matterport3D dataset. Model† is our implementation.
Method Acc mRecall mPrecision mIoU mBF1

Seg. GT → Proj. 89.49 73.73 74.58 59.73 54.05

Two-stage Proj. → Seg. 83.18 27.32 35.30 19.96 17.33
Two-stage Seg. → Proj. 88.06 40.53 58.92 32.76 33.21
Two-stage Semantic SLAM 85.17 37.51 51.54 28.11 31.05
Two-stage SMNet 88.14 47.49 58.27 36.77 37.02

Two-stage SMNet † 89.14 46.34 56.98 36.16 35.95
One-stage Trans4Map 89.02 54.50 56.20 40.02 41.11

Table 2: Allocentric semantic mapping results on the
Replica dataset. Model† is our implementation. Note that
the last two rows are evaluated on the partially available
Replica [37] dataset, while the others have all data as [3].
Method Acc mRecall mPrecision mIoU mBF1

Seg. GT → Proj. 96.83 83.84 94.05 79.76 86.89

Two-stage Seg. → Proj. 88.61 48.11 65.20 40.77 45.86
Two-stage Semantic SLAM 88.30 45.80 62.41 37.99 46.71
Two-stage SMNet 89.26 53.37 64.81 43.12 45.18

Two-stage SMNet † 87.69 58.88 34.85 27.68 42.67
One-stage Trans4Map 86.19 65.27 34.91 29.15 48.66

rate is initialized with 6e−5 and then scheduled by Lamb-
daLR. We use Cross-Entropy as the loss function. Train-
ing with 100 epochs will take about 30 hours. Similar
to [3], the evaluation metrics include the pixel-wise accu-
racy (Acc), the pixel recall (mRecall) and precision (mPre-
cision) scores, the intersection-over-union (mIoU) score,
and the boundary F1 (mBF1) score [7].

4.3. Allocentric semantic mapping results

As shown in Table 1 and Table 2, a set of results are
conducted on the Matterport3D and the Replica datasets.
The experiments assess four pipelines discussed in Fig. 2,
i.e., two-stage project-then-segment, segment-then-project,
offline project, and our one-stage online Trans4Map.
Matterport3D. The results on Matterport3D are in Ta-
ble 1. Following the segment-project paradigm, the re-
sult obtained by using the label data is the upper bound
performance. As in Table 1, the segment-project baseline
performs much better than the project-segment one, since
part of information will be lost in the process of convert-
ing an egocentric image into a top-down view. The seman-
tic SLAM in [13] also uses the segment-project method but
achieves worse performance than the image-based segment-
project baseline. SMNet [3] follows the offline project-
segment paradigm and adds a spatial memory update mod-
ule. Here, we reproduce the experiment using the released
code under the same condition and obtain the results with a
mIoU score of 36.16% and a mBF1 value of 35.95%. Com-

Table 3: Comparison of training resources between two-
stage and one-stage semantic mapping pipeline. The met-
rics include the local storage (TB), one epoch training time
(h:hour), one epoch data loading time (h:hour), RAM re-
quirement (GB), #Param (M), and mIoU (%).
Method Storage (TB) Train (h) Load (h) RAM (GB) #Param (M) mIoU (%)

Two-stage 2.5 6.00 2.00 256 83.9 36.77
One-stage 0 0.33 0.01 18 27.5 40.88
Change -100% -94.5% -99.5% -93.0% -67.2% +11.2%

Table 4: Comparison of different backbones including the
number of parameters and performance on Matterport3D.
Except for two-stage SMNet, all methods are using one-
stage Trans4Map framework, so as to ablate the backbone.

Method Backbone #Param (M) mIoU (%)

SMNet RedNet [3] 83.9 36.77
ConvNeXt ConvNeXt-T [25] 31.1 35.91
ConvNeXt ConvNeXt-S [25] 52.7 36.49
FAN FAN-T [47] 09.8 31.07
FAN FAN-S [47] 31.3 34.62
Swin Swin-T [24] 30.8 34.19
Swin Swin-S [24] 52.1 36.80
Trans4Map MiT-B1 [41] 15.4 34.38
Trans4Map MiT-B2 [41] 27.5 (-56.4) 40.02 (+3.25)
Trans4Map MiT-B3 [41] 47.4 (-36.5) 39.98 (+3.21)
Trans4Map MiT-B4 [41] 64.1 (-19.8) 40.88 (+4.11)

pared to SMNet, our Trans4Map model achieves signifi-
cant improvements in terms of mIoU (40.02%) and mBF1
(41.11%) on the Matterport3D dataset, which proves the ef-
fectiveness of our proposed allocentric mapping framework.
Replica. The results on Replica are in Table 2. All mod-
els are trained on the Matterport3D dataset and tested on
the Replica dataset. Note that the trajectories and labels of
the Replica dataset are partially available at the moment,
thus, the results are tested on the constrained data of the
Replica dataset. Nonetheless, under the same condition
with the same label data, our Trans4Map outperforms the
baseline SMNet with a 1.47% mIoU and a 5.99% mBF1
improvements, respectively. The results indicate that our
Trans4Map framework achieves consistent improvements
across different datasets.

4.4. Ablation study

Analysis of One-stage Pipeline. To analyze the efficiency
of different semantic mapping pipelines, we present the
training process of the two-stage [3] and our one-stage
pipeline in Table 3. The two-stage method saves the inter-
mediate feature maps offline and reloads them for a second-
stage fine-tuning. Compared to the two-stage method,
our one-stage method performing online mapping does
not require extra local storage (0TB vs. 2.5TB). Thanks
to our efficient transformer-based model, the one-stage
pipeline achieves faster training (0.33h vs. 6h) and load-
ing (0.01h vs. 2h) processes than the two-stage one. Fur-
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Table 5: Ablation study of the BAM in Trans4Map. Meth-
ods are based on Mit-B4 and four sampling points.

Method mIoU

GRU (SMNet [3]) 36.77
1 GRU + Conv 37.86
2 GRU + 2 GRUCells 37.67
3 BiGRU + Concatenate 36.73
4 BiGRU + gMLP [21] + Concatenate 37.49
5 BiGRU + gMLP [21] + Conv Fusion 40.15
6 BiGRU + 2 GRUCells + Conv Fusion 40.00
7 BiGRU + Conv Fusion (our BAM) 40.44

ther, our RAM requirement (18GB vs. 256GB) and #Param
(27.5M vs. 83.9M) are much lower, which is crucial for
resource-limited mobile platforms. Surprisingly, the one-
stage pipeline surpasses the two-stage one with +4.11%
mIoU gains. There are sufficient improvements while sav-
ing resources, demonstrating the effectiveness of our pro-
posed one-stage semantic mapping pipeline.
Analysis of Encoder. Based on the one-stage pipeline,
we analyze the effects of using CNN-based or transformer-
based backbones to extract features. Table 4 presents the
comparison between the two-stage SMNet and the other
methods that are all based on the one-stage Trans4Map
framework. The baseline SMNet using CNN-based back-
bone has the largest number of parameters but achieves
only 36.77% in mIoU. We found that simply applying
an advanced CNN-based backbone (ConvNeXt [25]) or
transformer-based backbones (FAN [47] and Swin [24])
does not lead to sufficient improvement. When their back-
bones are much more lightweight, their performances are
even a bit inferior to SMNet. In contrast, our Trans4Map
equipped with the MiT-B2 backbone [41] reduces 67.2%
parameters compared to SMNet, i.e., from 83.9M to
27.5M, but the performance has made a sufficient leap in
mIoU (+3.25%). The MiT-B3 and -B4 backbone with
47.4M and 64.1M parameters bring similar mIoU gains
(+3.21% and +4.11%) as the MiT-B2 backbone, because a
larger transformer model often requires more training data
to obtain a desired boost. The results of our proposed
Trans4Map confirm that transformer-based models fit the
semantic mapping task and can maintain the desired perfor-
mance with a good trade-off of accuracy and efficiency.
Analysis of BAM. Apart from the encoder, we further ana-
lyze different structures of our BAM module. As shown in
Table 5, compared the baseline GRU in SMNet and 1 2 ,
simply stacking more GRU cells or convolutional layers
does not improve model performance. Our proposed convo-
lutional fusion is better than the concatenation fusion, yield-
ing +2.77% gains ( 3 → 7 ) and +2.66% gains ( 4 → 5 ),
respectively. The method ( 5 ) is to follow an advanced
gMLP block [21] for token information mixing after the Bi-
GRU module and yields a mIoU of 40.15%. The method

Table 6: Analysis of model complexities, data sources, sam-
pling points in a trajectory, and data modalities.

Method Pre-train #Points Modality mIoU

SMNet [3] SUN-RGBD 20 RGBD 36.77
1 B2 ImageNet 4 RGB 37.86
2 B2 SUN-RGBD 4 RGBD 40.27
3 B2 ADE20K 4 RGBD 40.15
4 B2 ADE20K 4 RGB 37.71
5 B2 ADE20K 20 RGB 40.02
6 B3 ADE20K 4 RGB 38.78
7 B3 ADE20K 20 RGB 39.98
8 B4 ADE20K 4 RGB 40.44
9 B4 ADE20K 20 RGB 40.88

( 6 ) equipped with two GRU cells obtains 40.00% in mIoU.
Our BAM ( 7 ) applies BiGRU and a convolutional layer
to process the spatial tensors and achieves the best perfor-
mance with 40.44% in mIoU. The ablation study demon-
strates that our BAM is crucial for semantic mapping.
Analysis of pre-train sources. Further, we ablate three
different pre-train sources. Comparing 2 and 3 in Ta-
ble 6, Trans4Map model benefits more from the SUN-
RGBD dataset than from the ADE20K dataset, since the
ADE20K weights are shared between RGB and depth
branches, while the SUN-RGBD ones are separated. Be-
tween 1 and 4 , both Trans4Map models pre-trained on
ImageNet and ADE20K have comparable results. It indi-
cates that our single-modal Trans4Map is stable and robust
across different pre-training settings.
Analysis of sampling points. The number of sampling
points is a key factor in obtaining dense observations. The-
oretically, as the sequence of input images increases, the
richer the resulting map will be. In 4 and 5 of Table 6,
increasing the number of sampling points from 4 to 20,
Trans4Map with MiT-B2 benefits from the dense obser-
vations and obtains a gain of +2.31% in mIoU. Compar-
ing 8 and 9 , the consistent improvement is achieved by
Trans4Map with MiT-B4.
Analysis of data modalities. To ablate the effect of data
modalities, RGB and RGBD inputs are compared by using
single-modal and dual-modal Trans4Map. Compared be-
tween the RGBD baseline SMNet and 2 in Table 6, our
dual-modal Trans4Map has a 3.5% mIoU gain, while both
are trained on SUN-RGBD. When using 4 sampling points,
the dual-modal Trans4Map performs better than the single-
modal one, as compared in 3 and 4 . It indicates the effec-
tiveness of our dual-modal Trans4Map in harvesting cross-
stream complementary features for boosting performance.
Analysis of model complexities. To inspect the trade-off
between efficiency and performance, we analyze the model
complexity by using three different backbones, i.e., MiT-
B2, -B3 and -B4. They have respective 27.5M, 47.4M and
64.1M parameters, yet all are more lightweight than the
baseline SMNet with 83.9M, as presented in Table. 4. Com-
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void shelving dresser bed cushion fireplace sofa table chair cabinet plant counter sink

(b) Trans4Map(a) SMNet (c) Ground Truth

Figure 7: Allocentric semantic mapping visualizations. There are two indoor scenes from the Matterport3D test set. From
left to right are the predicted results of SMNet, the results of our Trans4Map and the ground truth. Zoom in for better view.

(b) Trans4Map(a) SMNet (c) Ground TruthBird's view

counter sinkplantcabinetchairtablesofafireplacecushionbeddressershelvingvoid

Figure 8: Visualizations of the challenging case. Zoom in for better view.

paring three backbones ( 4 6 8 ), larger models have better
results, since more training data is available based on 4 sam-
pling points. In the case of 20 sampling points ( 5 7 9 ), the
three models achieve competitive results compared to the
baseline model. This experiment demonstrates the effec-
tiveness of our Trans4Map framework, achieving consistent
improvements based on backbones of different sizes.

4.5. Qualitative analysis

Semantic map visualizations. We visualize the semantic
map results from the test set of the Matterport3D dataset,
as shown in Fig. 7. Thanks to the extracted non-local
features and long-distance dependencies, Trans4Map has
much better segmentation results. In the first scene in
Fig. 7, Trans4Map is better at segmenting the bed. Fur-
ther, Trans4Map is able to successfully classify the fire-
place, while the baseline model fails and predicts it as a
cabinet. In the second scene in Fig. 7, Trans4Map delivers
semantic mapping accurately, such as on cabinet and chair
categories, while SMNet misclassifies them as tables. Be-
sides, SMNet yields incomplete chair segmentation results.
Challenging case analysis. The semantic mapping in the
large-scale indoor scenes is still a challenging task. Fig. 8
demonstrates that both models struggle with semantic map-
ping in such a large-scale scene. SMNet has difficulty seg-

menting the four chairs completely as shown in Fig. 8 (a).
Trans4Map performs slightly better, but there is still a large
improvement space. All the six sinks in the lower part are
not predicted correctly. The reason is that the depth infor-
mation of this scene is less reliable, while the whole scene
covers about 2500 square meters on the allocentric map.
One potential solution is to obtain more observations to al-
leviate the error caused by the noisy depth measurements.

5. Conclusion
In this paper, we propose an end-to-end transformer-

based framework, termed Trans4Map, in order to re-
visit the egocentric-to-allocentric mapping from the front-
view images to bird’s-eye-view semantics. Based on the
transformer-driven backbone and the Bidirectional Allocen-
tric Memory (BAM) updater, Tran4Map sets the new state
of the art on both Matterport3D and Replica datasets, while
using a more lightweight architecture and having fewer pa-
rameters as compared to the previous work. In the future,
we will further explore domain adaptation methods to trans-
fer the mapping models trained on the synthetic datasets to
real-world scenes. Based on the constructed semantic map,
the downstream tasks such as indoor navigation and path
planning will also be interesting research directions.
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