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Abstract

For best performance, today’s semantic segmentation
methods use large and carefully labeled datasets, requir-
ing expensive annotation budgets. In this work, we show
that coarse annotation is a low-cost but highly effective al-
ternative for training semantic segmentation models. Con-
sidering the urban scene segmentation scenario, we lever-
age cheap coarse annotations for real-world captured data,
as well as synthetic data to train our model and show
competitive performance compared with finely annotated
real-world data. Specifically, we propose a coarse-to-fine
self-training framework that generates pseudo labels for
unlabeled regions of the coarsely annotated data, using
synthetic data to improve predictions around the bound-
aries between semantic classes, and using cross-domain
data augmentation to increase diversity. Our extensive ex-
perimental results on Cityscapes and BDD100k datasets
demonstrate that our method achieves a significantly better
performance vs annotation cost tradeoff, yielding a compa-
rable performance to fully annotated data with only a small
fraction of the annotation budget. Also, when used as pre-
training, our framework performs better compared to the
standard fully supervised setting.

1. Introduction
Deep learning has made substantial progress in the field

of semantic segmentation thanks to the availability of large-
scale datasets [8, 10, 21]. However, annotating those
datasets for semantic segmentation requires carefully label-
ing every pixel in the images, which is time-consuming and
expensive. This has motivated abundant attempts to reduce
the annotation efforts by exploring weaker forms of super-
vision, for example image-level label [23, 14], bounding
box [17], scribble [20] and points [1]. Those works mainly
focus on the PASCAL VOC dataset [10] with only a few ob-
ject instances per image, which is a relatively easy scenario.
In real-world urban scenes, however, the density of traffic
participants is significantly higher [8]. Reducing the an-
notation burden for such complex urban scenarios remains
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 1/5 of full fine budget (933 vs 4462 annotation hrs)
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Figure 1: Left: Comparison between coarse and fine anno-
tation. Coarse annotation trades off boundary accuracy for
lower annotation cost. Right: Our method using coarse and
synthetic data can predict better than DeepLab-v3+ trained
on fine data in similar lower budget regime (see car and
building in row 1), whereas with one-fifth of full fine budget
our method perform comparable for most classes and even
better for tail distribution classes (e.g. train in row 2).

challenging and underexplored. Cityscapes [8] is one of the
most popular datasets for urban scene segmentation, con-
sisting of two kinds of pixel-level annotations (see Fig. 1):
(1) Coarse annotation - annotators draw coarse polygons
for labelling classes ignoring the finer details around class
boundaries. The goal is to annotate as many pixels as pos-
sible within 7 min of annotation time per image [8], with
the only condition that each polygon must have pixel la-
bels from a single class. (2) Fine annotation - annotators
draw fine polygons that align well with the object bound-
aries, which is much more time-consuming i.e., 90 min-
utes per image. Coarse annotations tradeoff finer details for
lower annotation cost. For best performance, most exist-
ing works [22, 5, 45, 41, 44, 38, 46, 39, 13, 32, 43] rely on
the full fine annotations, which is significantly expensive to
annotate. The coarse data is sometimes used as additional
training data to marginally boost the performance (less than
2%) [5, 41, 38]. However, relatively little is known about
the potential value of using coarse annotations. In this work,
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we propose a novel hybrid supervision scheme to combine
coarse data and synthetic data, aiming to reduce the anno-
tation cost for urban scene segmentation without sacrificing
final performance. While coarse data has the advantages of
being significantly larger (over 10×) than fine data given a
fixed annotation budget, it is notoriously difficult to achieve
a good performance using coarse data alone, which partially
explains the lacking literature in this area. One limitation is
that the coarse data has a lot of unlabeled regions which
might not contain sufficient supervision signals. We pro-
pose a coarse-to-fine self-training framework that generates
pseudo labels with consistency constraints for unlabeled re-
gions, gradually converting sparse coarse annotation into
dense fine annotation. To circumvent the need of boundary
information, we propose to leverage synthetic data which
provides precise dense annotation and is free in terms of
annotation cost. A boundary loss is applied on the synthetic
data to encourage the network to focus on fixing boundary
errors. To alleviate the domain gap, we further perform the
cross-domain data augmentation that mixes the images from
two domains. Finally, we retrain our network with pseudo
labelled coarse data and synthetic data to refine the network.

Our work makes the following contributions. First, we
emphasize the potential value of coarse annotation, which
is significantly cheaper than fine annotation, but has been
largely ignored as a primary source for training. Second,
we develop a strong baseline for urban scene segmentation
that uses hybrid supervision signals from coarse and syn-
thetic data therefore substantially reducing the annotation
cost. To the best of our knowledge, we are the first to com-
bine coarse and synthetic data for urban scene segmenta-
tion. Finally, we show the trade-off between the annota-
tion budget and performance on the challenging Cityscapes
and BDD100k datasets. We empirically demonstrate that
our method consistently outperforms its fine data counter-
part when using comparable annotation budgets. Notably,
we achieve competitive performance with only one-fifth and
one-eighth annotation cost compared to using fine annota-
tion on Cityscapes and BDD100k datasets respectively.

2. Related Work

Semantic segmentation with weak annotations. Prior
works use image-level annotation [24, 23], point [1], scrib-
ble [20] and bounding box [17] annotations. Further, other
works incorporate zero-shot learning [2, 36, 19, 9] to trans-
fer knowledge from categories with annotations to the novel
classes during test. However, prior works in this direc-
tion does not perform complex scene segmentation and only
show results in segmenting few objects from images. Dif-
ferent from these works, we focus on challenging urban
scene semantic segmentation with coarse annotation.We
show a feasible solution to reach competitive results with
coarse annotations, which only needs 7 minutes for each

1024×2048 image in average.
Semi-supervised semantic segmentation. studied for ex-
ample in [15, 31, 6, 18, 4, 12], aims to leverage unlabeled
data to improve the segmentation performance or reduce the
annotation efforts. Generative adversarial training has been
exploited to achieve this goal, either by applying a trained
discriminator to provide training signals for unlabeled im-
ages [15] or generate labeled pairs from GANs [18]. In ad-
dition, other works propagate labels from a learned model
to unlabeled images [4, 47, 12]. Even though the above ap-
proaches show success in reducing annotation efforts, they
still need fine annotations to train a semantic segmentation
model for urban scenes, while we only apply coarse anno-
tation to obtain high-quality segmentation.
Self-training and pseudo labels Self-training aims to learn
from unlabeled data and generate pseudo labels for super-
vised learning. Xie et al. [37] present Noisy Student Train-
ing, in which the student model is added with noise such as
dropout, stochastic depth and data augmentation. Ghiasi et
al. [11] introduce multi-task self-training (MuST) which
uses several specialized teacher models trained on labeled
data to create a multi-task pseudo labeled dataset. The
dataset is used to train a single student model with multi-
task learning. Zoph et al. [48] reveal that self-training is al-
ways helpful when using stronger data augmentation and in
the case that pre-training is helpful, self-training improves
upon pre-training. More generally, self-training has been
exploited to improve the performance of semantic segmen-
tation [4] significantly. Different to this work, we do not
touch the fine annotated data to train our model and still
obtain competitive performance at much lower annotation
costs.
Semantic segmentation using synthetic data There are
many successful datasets released for urban scenes [27, 35,
29]. However, most prior works focus on pretraining a
model [27, 35], domain adaptation [33, 34, 3] or general-
ization [7, 42]. In this work, we combine real-world data
with coarse annotations and synthetic data to train a seman-
tic segmentation model for urban scenes. We make use of
synthetic data to provide useful details and boundaries to
networks, to predict pseudo labels for the unlabeled regions
of coarsely annotated data. We show that just using coarse
annotations along with synthetic data can perform compa-
rable with a fraction of annotation budget of expensive fine
annotations.

3. Coarse-to-Fine Self-Training Framework

Although coarse annotations could significantly reduce
the labelling cost, it is notoriously difficult to achieve a good
performance for urban scene segmentation using solely
coarse data due to the missing boundary information. To
this end, we propose a novel coarse-to-fine self-training
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Figure 2: Our coarse-to-fine self-training framework. We propose to improve the coarse annotations by generating pseudo
labels. In the Network Pre-Training phase, we use coarse data with unlabelled boundaries and augment synthetic data. We
have LCE , classification loss for all data, with additional Lbd, boundary loss only for fine detailed synthetic data. After
Network Pre-Training, we generate pseudo labels for ignored boundary regions in coarse annotations, followed by Network
Re-Training, where we replace the coarse annotation with improved coarse annotations with pseudo labeled boundaries and
train iteratively.

framework that utilizes hybrid supervision from coarse and
synthetic data and generates pseudo labels at unlabelled re-
gions for re-training the network. Fig. 2 shows an overview
of our coarse-to-fine self-training framework, consisting of
three stages: 1) network pre-training using sparse coarse an-
notation and synthetic data, 2) pseudo labelling unlabeled
regions in coarse data with consistency constraints, 3) net-
work re-training with pseudo-labelled coarse data and syn-
thetic data. The last two stages can also be performed itera-
tively to refine the network.

3.1. Segmentation network pre-training

The first stage of our framework is segmentation net-
work pre-training where we learn a strong “teacher” net-
work, e.g., DeepLab-v3+ [5], for pseudo labelling in the
second stage. Let D = (Xc, Yc) ∪ (Xs, Ys) be our training
set where Xc denotes real images with coarse annotations
Yc, and Xs denotes synthetic images with fine annotations
Ys. While coarse annotations Yc are particularly sparse at
object boundaries, synthetic annotations Ys provide dense
labels for every pixel in the synthetic images. The key in-
sight of our approach is to capture real distributions from
coarse data and learn boundary information from synthetic
data. In the following, we describe our cross-domain data
augmentation for reducing the domain gap, and the bound-
ary loss for explicit boundary modeling.
Cross-domain augmentation. Inspired by DACS [33], we
randomly sample class masks (with probability, p = 0.5)
from synthetic labels and corresponding image segments
and paste them onto real masks and images (see Fig.2 and
sec.1 of supplement). We select real samples with proba-
bility, p = 0.5 from a given training batch and perform this

augmentation using the synthetic data sampled uniformly
from the whole synthetic dataset, to obtain a new set of
training data (Xaug, Yaug), i.e. (Xaug, Yaug) = (mask)⊗
(Xc, Yc)+(1−mask)⊗ (Xs, Ys) where, mask is sampled
from synthetic label and ⊗ is elementwise multiplication.
This simple strategy alleviates the domain gap and improves
data diversity, which is particularly helpful in low-budget
regimes. [33] solves unsupervised domain adaptation prob-
lem, where labels are not available for real images, whereas
for our problem we have manually annotated coarse labels
for the real images. Also, we sample synthetic data for
augmentation from whole dataset whereas [33] sample syn-
thetic data only from the training batch.
Classification loss. We adopt the standard cross-entropy
loss (LCE) on the mixture of coarse data, synthetic data and
augmented data, i.e., (Xc, Yc) ∪ (Xs, Ys) ∪ (Xaug, Yaug).
Boundary loss. As coarse annotations lack proper bound-
aries, we propose to adopt a boundary loss on the synthetic
data, encouraging the network to predict better boundaries.
Suppose ŷs is the predicted label mask of a synthetic image
xs with GT mask ys, we compute the prediction boundary
Γpred and the ground truth boundary ΓGT using the follow-
ing equation,

Γpred = ||∇ŷs||2; ΓGT = ||∇ys||2 (1)

where ∇ is the gradient operator with central difference
approximation. We estimate ŷs with Gumbel Softmax
trick [16] to make it differentiable for backpropagation.
For both boundaries, we select pixels with representative
boundaries by thresholding them (threshold=1e−8 [32]).
Assuming p+GT and p+pred as the corresponding boundary
pixels for ground truth and segmentation prediction masks
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after thresholding (ie. p+GT , p
+
pred are points where ΓGT >

1e−8,Γpred > 1e−8 respectively), we calculate our bound-
ary loss as:

Lbd = λ1|Γpred(p
+
GT )− ΓGT (p

+
GT )|

+λ2|Γpred(p
+
pred)− ΓGT (p

+
pred)|

(2)

where we set λ1, λ2 to be 0.5 in our experiments. This
boundary loss has been used in [32] by applying it on finely
annotated images. In contrast, we apply this boundary loss
on synthetic data and we do not access any finely annotated
data, which is a more challenging setting. This loss term
complements the cross-entropy loss by enforcing boundary
consistency. We do not apply the boundary loss on coarse
data due to its inaccurate boundaries.

3.2. Iterative pseudo labelling and network re-
training.

In the second stage, we use the model trained in the pre-
vious stage to generate pseudo labels for unlabelled pixels
for the coarse training data. We adopt test time augmen-
tation consistency [4, 25] for generating precise pseudo la-
bels. Specifically, we use a combination of flip (flip, no flip)
and resize (scale : 0.5, 1, 2.0) for augmentations. For any of
the 6 combinations, if pseudo labels disagree, we mark the
pixel as ignore. Further we also do confidence thresholding.
If prediction confidence obtained after averaging the logits
for 6 augmentations, is greater than the threshold (0.9), we
accept the pseudo label, otherwise it is marked ignore.

After generating the pseudo labels, we move to the third
stage, where we replace the unlabelled pixels in the coarse-
annotated images with the pseudo labels. Note that after
each iteration we only replace the previous labels from the
ignore regions of the coarse data and keep the manually an-
notated coarse labels intact. Then we re-train the segmen-
tation network using the new coarse data, original synthetic
data and augmented data with the same loss functions de-
fined in the first stage. These two stages can be repeated in
an iterative manner to refine the network.

3.3. Tackling class imbalance with model-based
sampling

Selection of training samples is not trivial. Specifically
for lower annotation budgets, where tail distribution classes
appear scarcely, it becomes more important to have such
samples in training. Also, since we assume that initially,
images are unlabelled, it becomes difficult to get training
samples from tail end classes. There is an additional manual
classification overhead cost for obtaining the class distribu-
tion in the training data. We present model-based sampling
to ensure pixels from tail end classes are sufficiently present
in the training dataset without any manual overhead cost.

Our model-based sampling method makes use of a
model trained on an initial set of randomly sampled, 1,000

Algorithm 1: coarse-to-fine framework for gener-
ating pseudo labels

Data: Coarse data : (Xc, Yc), Synthetic data : (Xs, Ys)
Step 1 - Network Pre-Training :

• Do cross domain augmentation on coarse data to get
(Xaug , Yaug).

• Train segmentation model fθ(x) on combined data
(X,Y ) = (Xc, Yc) ∪ (Xs, Ys) ∪ (Xaug , Yaug)

θ∗ = argmax
θ

L(Y, fθ(X))

where, L = LCE(Y, f(X, θ)) + λLbd(Ys, f(Xs, θ))

Step 2 - Pseudo Labelling with Consistency Constraints :
Generate pseudo labels from trained network fθ∗ for ignored
region (Xps, Yps), following consistency rules.
Step 3 - Network Re-Training : Replace coarse data (Xc, Yc)
with pseudo labels (Xps, Yps) and retrain iterating steps 2-3

Dataset Type train val time % annotated

Cityscapes
Coarse 19998 NA 7 min 63.04
Fine 2975 500 90 min 99.98

BDD100k
Coarse 4000 NA 7 min 69.81
Fine 3000 1000 75 min 100

Synscapes Synthetic 25000 NA NA 100
GTA-5 Synthetic 24966 NA NA 100

Table 1: Left: Datasets statistics. train: number of train-
ing images, val: number of validation images, time: time
to annotate an image, “% annotated”: average percentage
of pixels annotated per image. Coarse annotation with less
labeled pixels are significantly faster to annotate compared
to fine annotations.

coarsely annotate images. Using this initial model we es-
timate the class distribution of available unlabeled images.
With the estimated class distribution information, we make
sure that we have sufficient samples from each class by sam-
pling almost the same number of data samples having a par-
ticular class. We build incrementally on the training sam-
ples, i.e., for 2,000 training samples, we use the initial 1,000
training samples and add another 1,000 samples obtained
with the help of the initial segmentation model. We com-
pare the performance of our sampling technique with ran-
dom sampling in Tab. 3 and observe that our model-based
sampling can indeed increase performance significantly.

4. Experiments
In this section, we first describe our experimental setting,

then we present our results and comparison with baselines,
ablation studies with framework components followed by a
qualitative analysis.
Datasets. We use Cityscapes [8] and BDD100k [40]
datasets for coarse annotations, as well as Synscapes [35]
and GTA-5 [28] datasets for synthetic annotation. Statistics
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for these datasets are shown in Tab. 1. Only the Cityscapes
dataset provides manually annotated coarse data. As
BDD100k does not include coarse annotations, we divide
the 7,000 training samples into 3,000 fine annotated sam-
ples and 4,000 coarse samples where the coarse annota-
tions are simulated (see supplement Sec.1 and Fig.1 for de-
tails). We report results on the standard validation set on
Cityscapes and BDD100k.
Cost of annotation The cost for fine annotation of
Cityscapes images, where almost all pixels are annotated
is around 90 minutes [8] per image including quality con-
trol. On the contrary, the cost of coarse annotations is just
7 minutes [8] per image. Further for BDD100k, fine an-
notations cost is around 75 min compared to just 7 min
for coarse annotation per image. We get this annotation
cost for BDD100k by manually annotating 10 samples each
for coarse and fine annotations via labelme [30]. We con-
sider the cost of synthetic data annotation to be free fol-
lowing [26], as it is generated from photorealistic rendering
techniques.
Implementation details We use DeepLab-v3+ with
Imagenet-pretrained Xception-71 as the backbone. We use
SGD optimizer and “Poly” learning rate scheduler with
power=2.0. We also set momentum to 0.9 and weight decay
rate to 0.0001. We employ a crop size of 760 × 760 and a
batch size of 12. For each round of training we train for 100
epochs. Further we perform 3 iterations of our self training
framework. For evaluation, we use multiscale inferencing
with scales {0.5,1,2}. We use the same hyperparameters
for both BDD100k and Cityscapes.

4.1. Comparison with baselines

In this section, we first introduce our baselines followed
by showing the performance vs annotation cost trade-off
and comparing with the best results of DeepLab-v3+.
Baselines. We take DeepLab-v3+ [5] as the segmentation
network and first compare with two popular supervision
schemes adopted by most of existing works [5, 44, 41, 38].
The first baseline is trained with only fine data, denoted
as DeepLab-v3+ (fine). The second baseline is trained on
the combination of fine data and coarse data, denoted as
DeepLab-v3+ (fine+coarse). Specifically, we first pretrain
the network on the coarse data followed by fine-tuning it on
fine data. Second, we also compare with another two in-
tuitive baselines, DeepLab-v3+(Synscapes) and DeepLab-
v3+(GTA) where model is trained with synthetic data.
Performance vs annotation cost trade-off. In this experi-
ment, we compare with the baselines under different anno-
tation costs on Cityscapes and BDD100k. For Cityscapes
fine data, we draw 50, 100, 200, 400, 800, 1600 and 2975
images from the training set, taking 75, 150, 300, 600, 1200,
2400 and 4462 hours respectively to annotate. Similarly, for
coarse data, we draw 500, 1000, 2000, 4000 and 8000 im-

ages from the training set, amounted to 58, 116, 233, 467,
and 933 annotation hours respectively. Finally, for synthetic
data, we randomly draw 500, 1000, 2000, 4000 and 8000
images where we assume the annotation is free. Note that
all those training examples for Cityscapes are sampled in-
crementally based on our proposed model-based sampling
strategy described in Sec. 3.3. For BDD100k, we follow the
same sampling scheme as Cityscapes.

Fig. 3 shows the results on Cityscapes (left) and
BDD100k (right) datasets. We have the following obser-
vations. In general, our method achieves the best anno-
tation cost vs performance trade-off. The method ranking
follows Ours(coarse +syn(Synscapes/GTA-5)) > DeepLab-
v3+ (fine+coarse) > DeepLab-v3+ (fine) > DeepLab-
v3+(synthetic) where synthetic can be GTA-5 or Synscapes.
While using coarse data for pretraining, i.e., DeepLab-
v3+ (fine+coarse), indeed improves fine data alone, i.e.,
DeepLab-v3+ (fine), our proposed coarse-to-fine frame-
work achieves a significant larger performance boost. On
Cityscapes, our method with Synscapes obtains an impres-
sive mIoU of 77.5% with 933 annotation hours, which
amount to only one-fifth of the annotation cost (4462 hours)
of using full fine data (mIoU is 77.4%). This is encourag-
ing because no prior works report such competitive results
without using any fine data.

In addition, we find that the performance gap is larger
under a small annotation budget e.g., for Cityscapes experi-
ment, ours achieves 67.5% mIoU with 58 annotation hours
vs DeepLab-v3+ (fine)’s 37.2% mIoU with 75 annotation
hours. Similarly for BDD100k, ours achieve 49.9% mIoU
with 58 annotation hrs vs 25.9% mIoU with 62.5 annota-
tion hrs. This implies that annotating diverse coarse exam-
ples is much more important than carefully labelling every
pixel when the annotation budget is small, shedding light on
annotating large-scale urban scene segmentation datasets.
More importantly, these results empirically confirm the ef-
fectiveness of our proposed coarse to fine framework.

Comparing with the best results of DeepLab-v3+. We
present the best results achieved by DeepLab-v3+ in Tab. 2
for both Cityscapes and BDD100k datasets. For Cityscapes,
Compared to DeepLab-v3+ (fine) trained on full training
set ( Tab. 2), Ours (coarse+syn) is able to achieve a com-
petitive result with only one-fifth of its cost (933 vs 4462
hours). For BDD100k, we achieve comparable performance
with only one-eighth of cost wrt full fine training (466 vs
3750 hours). Interestingly, our method tends to perform
better on the tail classes with a lower number of pixel in-
stances. For example, our method substantially outperforms
DeepLab-v3+ (fine) on train, traffic light, rider and motor
for Cityscapes, and wall, bicycle, rider and motorcycle for
BDD100k. This is attributed to the improved diversity in
training samples from our cross-domain data augmentation.
We also compare two pretraining strategies: (1) the model
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             BDD100k        Cityscapes

Figure 3: Annotation cost vs performance. Baselines: 1.DeepLab(fine): the standard training strategy with fine data,
2.DeepLab (fine+coarse): pretraining on coarse data following by fine-tuning on fine data, 3.DeepLab(Synscapes/GTA):
standard training with synthetic Synscapes/GTA dataset, vs Ours (coarse+syn(Synscapes/GTA-5)): our method trained on
the combination of coarse and synthetic data. DeepLab-v3+ is abbreviated as DeepLab.
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DeepLab-v3+ (fine) 4462 98.0 92.2 92.2 94.9 94.8 84.5 58.4 62.7 56.8 61.2 76.1 80.4 88.7 81.9 75.2 80.6 65.8 60.6 62.4 77.4
Ours (coarse + syn) 933 97.2 91.8 90.8 94.0 94.3 78.2 60.7 55.8 58.8 61.1 75.5 80.5 92.0 82.1 74.5 85.6 69.8 64.7 65.5 77.5
Pretrain (coarse) 6795 98.3 92.7 92.5 95.3 95.1 86.4 65.2 61.4 54.2 65.9 78.9 81.9 90.7 86.3 77.1 83.8 69.4 64.8 67.5 79.3
Pretrain (ours) 6795 98.4 93.5 93.2 96.0 95.5 87.3 66.3 65.1 54.7 71.2 82.5 85.5 92.6 84.5 80.8 88.0 75.3 70.7 72.7 81.8
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DeepLab-v3+ (fine) 3750 94.6 90.2 95.2 48.3 85.7 85.4 49.2 62.5 48.3 44.3 64.3 57.5 45.7 75.5 27.1 47.8 46.3 48.8 0 58.8
Ours (coarse + syn) 466 93.0 87.7 91.0 40.2 82.9 82.8 49.5 60.5 50.8 44.5 65.7 51.4 49.3 74.8 31.4 50.0 56.5 49.7 0 58.5
Pretrain 4216 94.7 89.7 95.2 46.5 85.7 84.9 48.2 63.7 47.1 46.9 61.2 56.2 49.6 77.9 37.8 46.9 43.7 50.5 0 59.3
Pretrain (ours) 4216 95.3 91.2 95.6 57.1 87.1 86.8 58.9 67.7 59.7 48.3 69.9 58.3 51.9 82.9 35.3 59.3 55.4 55.9 0.4 64.1

Table 2: Comparing with the best results of DeepLab-v3+. We report per-class IoU as well as mean IoU (mIoU). The class
names are sorted in decreasing order of the class-wise image distribution. We show results for Cityscapes (top block) and
BDD100k (bottom block). For each, we have two comparisons - 1) our results without using fine data vs DeepLab-v3+
uses all available fine data; our method performs better on tail classes with overall comparable performance at one-fifth
(Cityscapes) and one-eighth (BDD100k) budget. 2) Pretraining with our framework vs pretraining with coarse data. Our
model serves as a better pretraining method than directly coarse data pretraining.

trained on coarse data following the conventional way [5],
(2) the model trained on coarse and synthetic data using
our framework. As shown in Tab. 2, pretraining with our
framework leads to a significant improvement of 2.5 mIoU
for Cityscapes and 4.8 mIoU for BDD100k datasets. These
results imply that our method could serve as a promising
pretraining strategy for the best performance.

4.2. Ablation study on model components and hy-
perparameters

In this section, we conduct the ablation studies on
cross-domain augmentation, boundary loss, impact of self-
training iterations and comparison with a semi-supervised
learning method. The ablation experiments are conducted
on Cityscapes with Synscapes being the synthetic dataset.

Effect of cross domain augmentation. In our method, we
perform the cross-domain augmentation by copy-pasting
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Figure 4: Left to Right: 1) Synthetic vs Fine for cross domain augmentation. 2) Importance of cross domain augmentation.
3) Importance of boundary loss. 4) Comparison with a semi-supervised learning baseline [4] on Cityscapes.

Coarse Samples 500 1K 2K 4K 8K
Iteration 0 65.6 68.0 70.7 73.4 74.5
Iteration 1 67.1 71.6 74.2 75.8 76.6
Iteration 2 67.5 70.4 73.4 74.4 77.5

Table 3: Self-training iterations using a mixture of coarse
annotated data and synthetic data. Performance in different
self-training iterations of our framework. Our framework
achieves optimal performance in iteration 1 for most exper-
iments itself and we do not need to perform more iterations.

synthetic objects onto coarse images i.e., Coarse ← Syn-
thetic. In this study, we ablate other augmentation choices
given two domains of data i.e., Coarse ← Fine, Fine ←
Synthetic, Fine ← Fine. As shown in Fig. 4 (left), ap-
plying augmentation from Synthetic to Coarse data works
the best. We also perform ablation to study the importance
of cross-domain augmentation for our self-training frame-
work. We present ablation results for both fine and coarse
data in Fig. 4 (mid). We observe improvement in perfor-
mance by using cross-domain augmentation for both fine
and coarse data. In particular, the improvement for the low-
est budget case (i.e., 58 hours) using coarse data is siginif-
icantly improved (by a mIoU of 3%) by mixing data from
Synscapes, where it provides sufficient samples with im-
portant details not present in the original data with coarse
annotation.

Effect of boundary loss. We present the ablation of the
boundary loss in Fig. 4 (mid). Even though synthetic data
provides necessary boundary information, we can observe
that training a network with only cross-entropy loss per-
forms worse than additionally applying the boundary loss.
Specifically, we observe performance gains of 3.1, 1.9 and
2.1 mIoU compared with the non-boundary version for an-
notation budgets of 58, 116 and 233 hrs, which corresponds
to using 500, 1000 and 2000 images with coarse annotation.

Number of self-training iterations. The last two stages
of our coarse-to-fine self-training framework can be trained
iteratively. In Tab. 3, we present the performance improve-

Coarse Samples 1K 2K 4K 8K
Model-based 57.4 62.3 66.4 68.4
uniform sampling 57.4 59.7 64.5 66.5

Table 4: Model-based class balanced sampling vs random
sampling. Our model based iterative sampling generates di-
verse training samples compared to uniform sampling.

ment at different iterations with 500, 1000, 2000, 4000 and
8000 coarse samples. Iteration 0 corresponds to network
pre-training stage, as explained in Algorithm 1. After itera-
tion 0, we generate pseudo labels for the ignored regions in
the coarse annotated images and create new GT for the next
iteration. There are clear improvements from iteration 0 to
1, as the model touches newly annotated pixels which are
ignored in the iteration 0. At iteration 2, the performance
may slightly decrease in some cases due to the inevitable
errors in pseudo labels.
Which examples should be labeled? Coarse annotation is
not expensive to acquire, but it is interesting to know which
examples to label earlier. We gradually expand the training
examples from 1000 to 8000. At every step, we sample new
coarse examples to train a model as discussed in Sec. 3.3.
We compare our sampling strategy with uniform sampling
in Tab. 3. Apparently, we can see the effectiveness of the
model-based sampling and better results can be obtained.
Comparison with semi-supervised learning. We also
compare our learning framework with a semi-supervised
learning method [4] in Fig. 4(right). We adapt the codes
provided by [4] for this comparison. For this experiment,
we use the same coarse data samples for a given budget as
our other experiments. We treat the coarse data samples as
unlabelled data by not using its annotation mask. Similary,
We use same the fine data samples as used in our baselines
for a given budget.Our framework achieves 67.5% in a bud-
get of 58 annotation hours vs 62.0% by semi-supervised ap-
proach with 75 hrs annotation budget (see 4(right)). Sim-
ilarly, our framework with a budget of 116 and 233 anno-
tation hours outperforms the semi-supervised approach by
a gap of 2.4% and 1.4% mIoU with budgets 150 and 300
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Figure 5: Qualitative comparison of ours vs DeepLab-v3+(fine) as baseline on Cityscapes dataset. Left: Qualitative perfor-
mance for an image on different annotation budgets i.e. 58(ours) vs 75(baseline) and 233(ours) vs 300(baseline) annotation
hours. Right: Qualitative comparison with 20% of full fine budget (933 vs 4462 annotation hours). Even with 5 × cheaper
budget, our coarse-to-fine framework performs comparable with full fine annotation budget. Further, on some tails end
classes, it even performs better(e.g., motorbike, bus, as highlighted). Region of interests is present in white bounding boxes.

hours respectively. This shows the importance of coarse an-
notation, which along with synthetic data can be efficiently
used to obtain competitive performance.

4.3. Qualitative results

We visualize the qualitative comparison of the baseline
with our framework in Fig. 5. In the left, we provide a com-
parison with the baseline trained with the fine annotated
data at the budgets of 75 and 300 hours, which is slightly
more than our versions at 58 and 233 hours. We observe that
the performance of small objects and the region with rich
details are improved. For instance, we highlight the truck
and the traffic-light are predicted correctly from our model
with 233 hours, while the model using fine annotation can-
not recognize them well. Furthermore, our model with 58
hours can still recognize the majority of those objects, while
the comparing method with 75 hours directly ignore those
objects even though its training images have labels for ev-
ery pixel. Also, baseline fails to predict traffic-light for both
budgets, while our method succeeds. In the right, we pro-
vide a comparison with full fine annotation budget. Our
framework with only one-fifth of full budget (933 vs 4462)
is able to perform equally well with baseline as can be ob-
served qualitatively. Moreover, the qualitative results also
confirm that our framework performs better on tail classes

(see Tab. 2). For instance bus and motorcycle (right, col-
umn1 and column 2 respectively) compared to baseline.

5. Conclusion

In this work, we argue that coarsely annotated data has
been largely ignored as a primary training source. There-
fore, we propose a new supervision scheme based on coarse
data and synthetic data, significantly reducing annotation
time. We develop a strong baseline that efficiently learns
from coarse and synthetic data by combing self-training,
a boundary loss and cross-domain data augmentation. We
conduct extensive experiments to evaluate our method on
Cityscapes and BDD100k datasets with two different syn-
thetic datasets i.e., Synscapes and GTA-5. The experimen-
tal results show that our method achieves the best perfor-
mance vs. annotation cost trade-off when compared to
the standard supervision schemes with fine annotated data.
More importantly, our method achieves competitive perfor-
mance for Cityscapes compared to the state of the art with
only one-fifth of its annotation budget. We hope our method
inspires more future works along this challenging but re-
warding research direction.
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