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Abstract

Despite the recent advances in out-of-distribution(OOD)
detection, anomaly detection, and uncertainty estimation
tasks, there do not exist a task-agnostic and post-hoc ap-
proach. To address this limitation, we design a novel
clustering-based ensembling method, called Task Agnostic
and Post-hoc Unseen Distribution Detection (TAPUDD)
that utilizes the features extracted from the model trained
on a specific task. Explicitly, it comprises of TAP-
Mahalanobis, which clusters the training datasets’ features
and determines the minimum Mahalanobis distance of the
test sample from all clusters. Further, we propose the En-
sembling module that aggregates the computation of itera-
tive TAP-Mahalanobis for a different number of clusters to
provide reliable and efficient cluster computation. Through
extensive experiments on synthetic and real-world datasets,
we observe that our task-agnostic approach can detect un-
seen samples effectively across diverse tasks and performs
better or on-par with the existing task-specific baselines. We
also demonstrate that our method is more viable even for
large-scale classification tasks.

1. Introduction
Deep neural networks have achieved phenomenal per-

formance in diverse domains such as computer vision and
healthcare [3, 35, 12]. However, they struggle to handle
samples from an unseen distribution, leading to unreliable
predictions and fatal errors in safety-critical applications. In
an ideal situation, a robust model should be capable of mak-
ing predictions on samples from the learned distributions,
and at the same time, flag unknown inputs from unfamiliar
distributions so that humans can make a responsible deci-
sion. For instance, in safety-critical tasks such as cancer
detection, the machine learning assistant must issue a warn-
ing and hand over the control to the doctors when it detects
an unusual sample that it has never seen during training.
Thus, in practice, it is important for a model to know when
not to predict. This task of detecting samples from an un-

seen distribution is referred to as out-of-distribution (OOD)
detection [20, 29, 27, 5, 30, 24, 19, 44, 51, 34].

Most of these OOD detection methods mainly focusing
on classification tasks have shown great success. However,
they are not directly applicable to other tasks like regres-
sion. Although a few bayesian and non-bayesian techniques
[13, 26, 33, 16] estimate uncertainty in regression tasks,
they are not post-hoc as it often requires a modification
to the training pipeline, or multiple trained copies of the
model, or training a model with an optimal dropout rate.
This raises an under-explored question:

Can we design a task-agnostic, and post-hoc ap-
proach for unseen distribution detection ?

Motivated by this, we propose a novel clustering-
based ensembling framework, “Task Agnostic and Post-hoc
Unseen Distribution Detection (TAPUDD)”, which com-
prises of two modules, TAP-Mahalanobis and Ensembling.
TAP-Mahalanobis partitions the training datasets’ features
into clusters and then determines the minimum Maha-
lanobis distance of a test sample from all the clusters. The
Ensembling module aggregates the outputs obtained from
TAP-Mahalanobis iteratively for a different number of clus-
ters. It enhances reliability and eliminates the need to de-
termine an optimal number of clusters. Since TAPUDD is
a post-hoc approach and doesn’t require training the model,
it is more efficient and easy to deploy in real-world.

To demonstrate the efficacy of our approach, we con-
duct experiments on 2-D synthetic datasets for binary and
multi-class classification tasks and observe that our method
effectively detects the outliers in both tasks. Further, we
extensively evaluate our approach on real-world datasets
for diverse tasks. In particular, we evaluate our approach
for binary classification (gender prediction) and regression
(age prediction) task on RSNA boneage dataset to detect the
samples shifted by brightness. We observe that our method
successfully identifies the shifted samples. We also evalu-
ate our approach on large-scale classification tasks and ob-
tained logical performance on diverse OOD datasets. To
sum up, our contributions include:
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• We propose a novel task-agnostic and post-hoc ap-
proach, TAPUDD, to detect unseen samples across di-
verse tasks like classification, regression, etc.

• For the first time, we empirically show that a single
approach can be used for multiple tasks with stable
performance. We conduct exhaustive experiments on
synthetic and real-world datasets for regression, bi-
nary classification, and multi-class classification tasks
to demonstrate the effectiveness of our method.

• We conduct ablation studies to illustrate the ef-
fect of number of clusters in TAP-Mahalanobis
and ensembling strategies in TAPUDD. We observe
that TAPUDD performs better or on-par with TAP-
Mahalanobis and eliminates the necessity to determine
the optimal number of clusters.

2. Related Work
To enhance the reliability of deep neural networks, there

exist several efforts along the following research directions:
Out-of-distribution Detection. Recent works have in-
troduced reconstruction-error based [43, 53, 9, 41, 40,
7], density-based [42, 6, 34, 11, 15, 37, 45], and self-
supervised [14, 21, 1, 44] OOD detection methods. Other
efforts include post-hoc methods [27, 30, 20, 29, 5, 19, 36]
that do not require modification to the training procedure.
However, there is no approach that is post-hoc and does not
require the class label information of the training data.
Uncertainty Estimation. Research in this direction pri-
marily estimates the uncertainty to enhance the robustness
of networks in regression tasks. Well-known methods to es-
timate uncertainty include bayesian [32, 38, 2, 16, 31, 18,
28, 25, 50, 46, 33] and non-bayesian [13, 26] approaches,
which have shown remarkable success. However, they re-
quire significant modification to the training pipeline, mul-
tiple trained copies of the model, and are not post-hoc.
Anomaly Detection. This task aims to detect anomalous
samples shifted from the defined normality. Prior work [40,
49, 14, 43, 4, 53, 9] proposed methods to solve anomaly
detection. However, more recently, [44, 48, 1, 22] proposed
a unified method to solve both OOD detection and anomaly
detection. Nonetheless, these methods require end-to-end
training and are not post-hoc.

There exist no unified approach to enhance the reliability
of neural networks across distinct tasks like classification,
regression, etc. In contrast to all the aforementioned efforts,
our work presents a post-hoc, and task-agnostic approach to
detect unknown samples across varied tasks.

3. Background and Methodology
3.1. Problem Formulation

We assume that the in-distribution data DIN = {X,Y }
is composed of N i.i.d. data points with inputs X =

{x1, ...,xN} and labels Y = {y1, ..., yN}. Specifically,
xi ∈ Rd represents a d-dimensional input vector, and yi is
its corresponding label. For classification problems, the la-
bel yi is one of the C classes. For regression problems, the
label is real-valued, that is yi ∈ R. For autoencoding (or
self-supervised or unsupervised learning tasks), the label yi
is absent. Let f : X → Z , where Z ∈ Rm, denote the fea-
ture extractor often parameterized by a deep neural network
which maps a sample from the d-dimensional input space
(X) to the m-dimensional feature space (Z).

Our goal is to obtain the feature of a sample from a
trained DNN using the feature extractor (f ), and equip it
with an OOD detector which can detect samples from dif-
ferent distribution than the training distribution (OOD sam-
ples) or samples shifted from the training distribution based
on some attribute [39]. We wish to design a task-agnostic,
and post-hoc OOD detector which only requires the features
of training data obtained from the trained model. Since such
OOD detector does not require the raw training data, it min-
imizes privacy risk, a significant advantage for tasks where
data-related privacy is a serious concern.

3.2. Background

Mahalanobis distance-based OOD detection method.
Mahalanobis OOD detector [27] approximates each class
as multi-variate gaussian distribution and use the minimum
Mahalanobis distance of a test sample from all classes
for OOD detection. Given density estimation in high-
dimensional space is a known intractable problem, Ma-
halanobis approach is viewed as a reasonable approxima-
tion that has been widely adopted. In particular, it fits
the gaussian distribution to the features of the training
data X = {(x1, y1), . . . , (xN , yN )} and compute per-class
mean µc =

1
Nc

∑
i:yi=c f(xi) and a shared covariance ma-

trix Σ = 1
N

∑C
c=1

∑
i:yi=c(f(xi)− µc)(f(xi)− µc)

T , where
f(xi) denotes the penultimate layer features of an input
sample xi, C denotes the total number of classes in the
training dataset, and Nc denotes the total number of sam-
ples with class label c. Given a test sample xtest, the maha-
lanobis score is defined as:

SMahalanobis = −min
c

(f(xtest)− µc)
TΣ−1(f(xtest)− µc),

where f(xtest) denotes the penultimate layer features of a
test sample xtest.

3.3. TAPUDD: Task Agnostic and Post-hoc Unseen
Distribution Detection

We propose a novel, Task Agnostic and Post-hoc
Unseen Distribution Detection (TAPUDD) method, as
shown in Fig. 1. The method comprises of two main
modules TAP-Mahalanobis and Ensembling.

TAP-Mahalanobis. Given training samples X =
{x1, ...,xN}, we extract the features of the in-distribution
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Figure 1. TAPUDD. Our method first extracts the features of an input image x from the feature extractor f of a model trained on a specific
task. TAP-Mahalanobis module then uses the extracted features f(xtrain) to fit the gaussian mixture model and computes the minimum
mahalanobis distance Sk for the given feature vector f(xtest). Further, the Ensembling module aggregates the mahalanobis distance (Sk1

to Skn) obtained from iterative computation of TAP-Mahalanobis for different number of clusters (k1 to kn) to enhance the reliability.

data from a model trained for a specific task using a fea-
ture extractor f . We then pass these features to the TAP-
Mahalanobis module. It first partition the features of the
in-distribution data into K clusters using Gaussian Mixture
Model (GMM) with “full” covariance. Then, we model the
features in each cluster independently as multivariate gaus-
sian and compute the empirical cluster mean and covari-
ance of training samples X = {x1, ...,xN} and their corre-
sponding cluster labels C = {c1, ..., cN} as:

µc =
1
Nc

∑
i:ci=c f(xi),Σc =

1
Nc

∑
i:ci=c(f(xi)− µc)(f(xi)− µc)

T ,

where f(xi) denotes the penultimate layer features of an
input sample xi from a cluster ci.

Then, given a test sample, xtest, we obtain the negative
of the minimum of the Mahalanobis distance from the cen-
ter of the clusters as follows:
STAP-Mahalanobis = −min

c
(f(xtest)− µc)

TΣ−1
c (f(xtest)− µc),

where f(xtest) denotes the penultimate layer features of a
test sample xtest. We then use the score STAP-Mahalanobis to
distinguish between ID and OOD samples. To align with
the conventional notion of having high score for ID samples
and low score for OOD samples, negative sign is applied.

However, it is not straightforward to determine the
value of the number of clusters K for which the OOD
detection performance of TAP-Mahalanobis is optimal for
different tasks and datasets. To illustrate the effect of using
a different number of clusters K in TAP-Mahalanobis on
the OOD detection performance, we conduct an ablation in
Sec. 4.5. To this end, we present an Ensembling module.

Ensembling. This module not only eliminates the need
to determine the optimal value of K but also provides more
reliable results. We obtain TAP-Mahalanobis scores for dif-
ferent values of K ∈ [k1, k2, k3, ..., kn] and aggregate them
to obtain an ensembled score, SEnsemble. This ensures that a
sample is detected as OOD only if a majority of the partici-
pants in ensembling agrees with each other.

Remark. We empirically compare GMM with K-
means and observe that GMM is more flexible in learn-
ing the cluster shape in contrast to K-means, which learned
spherical cluster shapes. Consequently, K-means performs
poorly when detecting OOD samples near the cluster. Other
popular clustering methods such as agglomerative cluster-
ing or DBSCAN are less compatible with Mahalanobis dis-
tance and require careful hyperparameter adjustment, such
as the linking strategies for agglomerative clustering or the
epsilon value for DBSCAN. Please refer to Sec. 4 of the
Appendix for a detailed discussion on GMM clustering.

3.4. Ensembling Strategies

Given the dependency of TAPUDD on the aggregation
of TAP-Mahalanobis scores obtained for different values of
K (i.e., number of clusters) , a natural question arises: how
do different ensembling strategies affect the performance of
unseen distribution detection? To answer this, we system-
atically consider the following five ensembling strategies:
Average. We consider STAP-Mahalanobis obtained from TAP-
Mahalanobis module for different K with equal importance
and average them to obtain an ensembled score, SEnsemble.
Trimmed Average. For certain values of K, the TAP-
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Figure 2. ID score landscape of TAP-MOS and
TAPUDD on synthetic 2-D binary and multi-class clas-
sification datasets. A sample is deemed as OOD when
it has a low ID score. The Pink Points represent the
in-distribution data; Red Triangles and Orange Dia-
monds represent the far and near OOD samples, respec-
tively. TAP-MOS fails to detect certain OOD samples,
whereas TAPUDD effectively detects all OOD samples.
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Figure 3. ID score landscape of TAP-Mahalanobis for different values of K (i.e.,
number of clusters); and TAPUDD for different ensemble variations on synthetic
2D multi-class classification dataset. A sample is deemed as OOD when it has
a low ID score. The Pink Points represent the in-distribution data. Results
demonstrate that TAP-Mahalanobis does not perform well for some values of K
whereas TAPUDD with all ensembling strategies perform better or on-par with
TAP-Mahalanobis.

Mahalanobis module can provide extremely high or ex-
tremely low STAP-Mahalanobis. Therefore, to reduce bias
caused by extreme TAP-Mahalanobis scores, we eliminate
“m” TAP-Mahalanobis scores from top and bottom and
then take the average of the remaining ne > K/2 TAP-
Mahalanobis scores to obtain a final ensembled score.
Seesaw. In general, the voting ensemble in regression
tasks includes the average of all participants. However,
some participants might completely disagree with the other
participants, and including all of them in ensembling might
provide inaccurate results. To this end, we present “seesaw”
ensembling strategy wherein we sort the TAP-Mahalanobis
scores obtained for different values of K and average the
ne > K/2 participants that agree with each other. In other
words, if a majority of participants agree to a high TAP-
Mahalanobis score, we pick the top ne participants; other-
wise, we select the bottom ne participants.
Top. We sort the TAP-Mahalanobis scores obtained for
different values of K and then obtain the ensembled score
SEnsemble by averaging the top ne > K/2 scores.
Bottom. We sort the TAP-Mahalanobis scores obtained
for different values of K and average the bottom ne > K/2
scores to obtain an ensembled score SEnsemble.

4. Experiments and Results

In this section, we validate our approach, TAPUDD,
by conducting experiments on 2-D synthetic datasets
(Sec. 4.1). To further bolster the effectiveness of
our method, we present empirical evidence to validate
TAPUDD on several real-world tasks, including binary
classification (Sec. 4.2), regression (Sec. 4.3), and large-

scale classification (Sec. 4.4). For binary classification
and regression task, we evaluate our approach on Natu-
ral Attribute-based Shift (NAS) detection dataset. In NAS
detection[39], a sample is shifted from the training distribu-
tion based on attributes like brightness, age, etc. Through-
out all experiments, we use TAP-MOS, a task-agnostic and
post-hoc extension of MOS[24], as an additional baseline.
Unlike the original MOS where class hierarchy was used to
do clustering, we perform GMM clustering. More details
on TAP-MOS are provided in Sec. 1 of the Appendix.

4.1. Evaluation on Synthetic Datasets

Experimental Details. We generate synthetic datasets in
R2 for binary classification and multi-class classification
tasks. The in-distribution (ID) data x ∈ X = R2 is sam-
pled from a Gaussian mixture model (refer to Sec. 3 of the
Appendix for more details). All the samples except the ID
samples in the 2-D plane represent the OOD samples. We
consider the 2-D sample as the penultimate layer features on
which we can directly apply OOD detection methods like
TAPUDD, TAP-Mahalanobis, and TAP-MOS.
TAPUDD outperforms TAP-MOS. We compare the
OOD detection performance of TAP-MOS and TAPUDD.
Fig. 2a and Fig. 2b presents the ID score landscape of TAP-
MOS and TAPUDD for binary classification and multi-class
classification, respectively. The Pink Points represent the
in-distribution data; Red Triangles and Orange Diamonds
represent far and near OOD samples, respectively. Here for
TAP-MOS, we present results using number of clusters as 2
and 8 in binary classification and multi-class classification,
respectively. For TAPUDD, we present the results of the
“average” ensembling strategy computed across the num-
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Brightness Baselines Ours (Task-Agnostic)

MSP [20] ODIN [29] Energy [30] MB [27] KL [19] MOS [24] Gram [5] TAP-MOS TAP-MB TAPUDD
(K = 2) (K = 2) (K = 2) (Average)

0.0 91.4±6.6 91.4±6.6 90.8±6.0 100.0±0.0 44.0±44.1 92.3±6.3 98.9±2.0 71.7±21.7 100.0±0.0 100.0±0.0

0.2 67.1±2.6 67.1±2.6 66.7±2.8 86.4±4.4 46.0±3.8 66.9±2.4 62.4±3.7 63.0±6.3 87.0±4.5 86.7±5.6

0.4 57.8±1.8 57.9±1.8 57.6±2.2 68.7±5.5 47.4±1.4 57.8±1.6 54.0±1.1 55.4±3.7 69.0±4.6 69.5±5.8

0.6 53.5±1.2 53.5±1.3 53.4±1.4 58.8±3.0 48.6±1.0 53.4±1.2 51.6±0.4 52.0±1.9 58.9±2.5 59.6±3.1

0.8 50.9±0.6 50.9±0.6 50.9±0.6 51.5±1.1 49.8±1.0 50.9±0.6 50.4±0.3 50.4±0.8 51.5±0.9 51.9±1.1

1.0 50.0±0.0 50.0±0.0 50.0±0.0 50.0±0.0 50.0±0.0 50.0±0.0 50.0±0.0 50.0±0.0 50.0±0.0 50.0±0.0

1.2 51.8±0.4 51.8±0.4 51.9±0.4 54.5±1.0 49.4±0.5 51.9±0.4 50.8±0.5 51.3±0.9 54.8±1.2 54.6±1.1

1.4 55.9±0.7 56.0±0.7 56.0±0.6 61.2±1.5 48.3±1.4 56.1±0.6 53.2±1.1 53.6±2.0 61.8±2.3 61.5±2.1

1.6 60.4±1.0 60.5±1.0 60.5±1.0 68.4±2.4 46.8±2.1 60.6±0.8 56.7±1.1 56.0±3.5 69.1±3.6 68.9±3.5

1.8 64.5±1.5 64.6±1.6 64.6±1.7 74.6±3.5 46.4±3.2 64.8±1.1 60.2±1.3 58.4±5.8 75.7±4.2 75.3±4.4

2.0 67.5±2.5 67.5±2.5 67.6±2.7 80.2±4.1 47.4±4.5 67.8±1.8 63.1±1.9 60.4±8.4 81.2±4.4 80.8±4.8

2.5 72.9±4.2 72.9±4.2 73.0±4.7 89.9±3.7 46.6±5.5 73.3±3.2 69.1±3.2 64.2±9.8 90.5±4.6 90.1±4.8

3.0 77.5±4.0 77.5±4.0 77.4±4.5 94.7±2.4 43.9±5.2 77.8±3 74.3±3.7 66.2±10.2 94.9±3.5 94.6±3.7

3.5 79.0±4.3 79.0±4.3 79.0±4.8 96.3±2.1 44.1±6.2 79.3±3.5 76.8±4.8 66.3±11.7 96.4±3.2 96.2±3.2

4.0 80.4±4.4 80.4±4.4 80.4±4.9 97.2±1.6 42.4±6.1 80.6±3.9 79.5±5.5 66.3±13.1 97.2±2.8 97.1±2.6

4.5 81.6±4.0 81.7±4.0 81.6±4.5 98.0±1.0 40.4±6.3 81.9±3.5 81.4±5.2 66.1±13.8 97.8±2.3 97.9±1.9

5.0 82.6±3.6 82.6±3.6 82.6±4.1 98.4±0.7 38.7±6.2 82.9±3.0 83.0±4.8 66.1±14.2 98.3±1.6 98.4±1.3

5.5 83.3±3.7 83.3±3.7 83.2±4.2 98.7±0.5 37.2±5.6 83.6±2.9 84.4±4.4 66.1±14.7 98.7±1.2 98.8±0.9

6.0 83.8±3.7 83.8±3.7 83.7±4.3 98.9±0.5 36.6±6.0 84.1±2.9 85.7±4.2 66.0±15.0 98.9±0.9 99.0±0.7

6.5 84.0±3.8 84.0±3.8 83.9±4.3 99.0±0.5 36.9±6.5 84.3±2.9 86.6±4.3 65.9±15.4 99.1±0.7 99.2±0.5

Average 69.8 69.8 69.7 81.3 44.6 70.0 68.6 60.8 81.5 81.5

Table 1. NAS detection performance in binary classification task for NAS shift of brightness in RSNA boneage dataset measured by AU-
ROC. Highlighted row presents the performance on ID data. MB and TAP-MB refers to Mahalanobis and TAP-Mahalanobis, respectively.
Our task-agnostic approach significantly outperforms all baselines and is comparable to MB. Note that MB is task-specific and cannot be
used in tasks other than classification.

ber of clusters in [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 16, 32]. We ob-
serve that our proposed approach TAPUDD detects all OOD
samples effectively. We also notice that TAP-MOS fails to
detect OOD samples near or far from the periphery of all the
clusters. Thus, to understand the scenarios where TAPMOS
fails to identify OOD, we conduct a detailed analysis of the
MOS approach in Sec. 2 of the Appendix and observe that
it also fails for the similar corner cases.
TAPUDD outperforms TAP-Mahalanobis. We present
a comparison to demonstrate the effectiveness of TAPUDD
against TAP-Mahalanobis in Fig. 3. We present the ID
score landscape of TAP-Mahalanobis for different values
of K and TAPUDD with different ensemble variations for
multi-class classification in a 2-D synthetic dataset. The
Pink Points represent the in-distribution data. We observe
that for certain values of K, TAP-Mahalanobis fails to de-
tect some OOD samples. However, all ensemble variations
in TAPUDD effectively detect OOD samples and performs
better, or on par, with TAP-Mahalanobis. Thus, TAPUDD
eliminates the necessity of choosing the optimal value of
K. We also provide results on a 2-D synthetic dataset for
binary classification in Sec. 6.1 of the Appendix.

4.2. NAS Detection in Binary Classification

Experimental Details. We use the RSNA Bone Age
dataset [17], composed of left-hand X-ray images of the pa-
tient and their gender and age (0 to 20 years). We alter the
brightness of the X-ray images by a factor between 0 and

6.5 and form 20 different NAS datasets to reflect the X-ray
imaging set-ups in different hospitals following [39]. In-
distribution data consists of images with a brightness factor
1.0. We trained a ResNet18 model using the cross-entropy
loss and assessed it on the ID test set composed of images
with a brightness factor of 1.0. Further, we evaluate the
NAS detection performance of our method and compare it
with representative task-specific OOD detection methods on
NAS datasets. Extensive details on the experimental set-up
are described in Sec. 5 of the Appendix. For NAS de-
tection, we measure the area under the receiver operating
characteristic curve (AUROC), a commonly used metric for
OOD detection. Additionally, we report the area under the
precision-recall curve (AUPR) and the false positive rate of
OOD examples when the true positive rate of in-distribution
examples is at 95% (FPR95) in Sec. 7 of the Appendix.

Results. The in-distribution classification accuracy aver-
aged across 10 seeds of the gender classifier trained using
cross-entropy loss is 92.22. We compare the NAS detection
performance of our proposed approach with competitive
post-hoc OOD detection methods in literature in Table 1. As
expected, the NAS detection performance of our approach
and all baselines except KL Matching increase as the shift
in the brightness attribute increases. We also observe that
our proposed approaches, TAPUDD and TAP-Mahalanobis
are more sensitive to NAS samples compared to competitive
baselines, including Maximum Softmax Probability [20],
ODIN [29], Mahalanobis distance [27], energy score [30],
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Brightness Baselines Ours (Task-Agnostic)

DE [26] MC Dropout [13] SWAG∗ [33] TAP-MOS TAP-MB TAPUDD
(K = 8) (K = 8) (Average)

0.0 100.0±NA 6.9±NA 99.9±NA 57.8±31.5 100.0±0.1 100.0±0.0
0.2 57.0±NA 45.5±NA 51.4±NA 68.7±18.0 87.9±6.1 88.8±6.7
0.4 51.3±NA 50.8±NA 49.8±NA 70.7±16.4 64.5±6.9 66.6±5.0
0.6 50.7±NA 49.7±NA 49.5±NA 65.3±11.5 54.6±4.4 55.1±2.5
0.8 50.5±NA 49.9±NA 49.7±NA 57.7±6.0 48.9±1.7 49.2±1.0
1.0 50.0±NA 49.8±NA 50.0±NA 50.0±0.0 50.0±0.0 50.0±0.0
1.2 50.3±NA 48.5±NA 50.8±NA 48.7±4.0 57.6±1.8 57.8±1.9
1.4 54.5±NA 46.7±NA 55.8±NA 50.8±8.0 68.4±3.4 68.4±3.4
1.6 58.6±NA 44.5±NA 63.5±NA 55.4±11.3 78.7±3.6 78.6±3.7
1.8 64.9±NA 41.6±NA 71.6±NA 62.1±14.5 86.4±3.5 86.3±3.6
2.0 75.8±NA 38.4±NA 79.3±NA 67.3±16.8 91.9±3.0 91.7±3.2
2.5 95.6±NA 31.1±NA 89.8±NA 76.2±16.4 97.5±1.5 97.4±1.4
3.0 98.4±NA 25.8±NA 90.7±NA 82.8±13.5 99.0±0.6 99.0±0.5
3.5 99.3±NA 21.7±NA 93.7±NA 88.1±10.2 99.4±0.3 99.4±0.3
4.0 99.8±NA 18.0±NA 96.4±NA 90.7±6.8 99.6±0.3 99.6±0.2
4.5 100.0±NA 14.9±NA 97.4±NA 91.7±4.4 99.7±0.2 99.7±0.1
5.0 100.0±NA 11.7±NA 98.1±NA 91.7±3.8 99.8±0.1 99.7±0.1
5.5 100.0±NA 9.7±NA 98.5±NA 91.0±4.5 99.8±0.1 99.8±0.2
6.0 100.0±NA 7.9±NA 98.7±NA 89.7±5.7 99.8±0.1 99.8±0.2
6.5 100.0±NA 7.0±NA 98.9±NA 88.3±7.0 99.8±0.2 99.8±0.3

Average 77.8 31.0 76.7 72.2 84.2 84.3

Table 2. NAS detection performance in regression task (age prediction) for NAS shift of brightness in RSNA boneage dataset measured
by AUROC. Highlighted row presents the performance on the ID dataset. DE, MC Dropout, TAP-MB, and NA denotes Deep Ensemble,
Monte Carlo Dropout, TAP-Mahalanobis, and Not Applicable respectively. SWAG∗ = SWAG + Deep Ensemble.

Gram matrices [5], MOS [24], and KL matching [19]. All
these task-specific baselines require the label information of
the training dataset for OOD detection and cannot be used
directly in tasks other than classification. On the other hand,
our proposed task-agnostic approach does not require the
access to class label information and it can be used across
different tasks like regression.

4.3. NAS Detection in Regression

Experimental Details. We use the RSNA Bone Age
dataset (described in Sec. 4.2) and solve the age predic-
tion task. In this task, the objective is to automatically pre-
dict the patient’s age given a hand X-ray image as an input.
As described in Sec. 4.2, we vary the brightness of images
by a factor between 0 and 6.5 and form 20 different NAS
datasets. In-distribution data comprises images of bright-
ness factor 1.0 (unmodified images). We train a ResNet18
with MSE loss and evaluate it on the test set composed of
images with a brightness factor 1.0. Further, we evaluate
the NAS detection performance of our proposed method
and compare its performance with representative bayesian
and non-bayesian uncertainty estimation methods on NAS
datasets with attribute shift of brightness. Additionally, we
compare the NAS detection performance of our approach
with a well-known bayesian approach for uncertainty esti-
mation, SWAG [33]. Extensive details on the experimental
set-up are described in Sec. 5 of the Appendix. For NAS de-
tection, we measure AUROC and additionally report AUPR

and FPR95 in Sec. 7 of the Appendix.

Results. The in-distribution Mean Absolute Error (MAE)
in year averaged across 10 seeds of the Resnet18 model
trained using MSE loss is 0.801. We compare the NAS
detection performance of our proposed approach with well-
known uncertainty estimation methods, namely Deep En-
semble (DE) [26], Monte Carlo Dropout (MC Dropout)
[13], and SWAG [33]. Although Deep Ensemble, MC
Dropout, and SWAG are not applicable to a pre-trained
model, we compare against these baselines as a benchmark,
as it has shown strong OOD detection performance across
regression examples. For DE, we retrain 10 models of the
same architecture (Resnet18) using MSE loss from differ-
ent initializations. Since SWAG is not directly applicable
for OOD detection, we apply SWAG∗ which is a combina-
tion of deep ensembling on top of SWAG. From Table 2, as
expected, we observe that the NAS detection performance
of our approach and all baselines increase as the shift in
the brightness attribute increases. We also observe that our
proposed approaches, TAPUDD and TAP-Mahalanobis, are
more sensitive to NAS samples and effectively detect them
compared to the baselines and TAP-MOS. Additionally, it
can be seen that TAP-MOS fails to detect extremely dark
samples (Brightness Intensity 0.1). This might be because
these NAS samples could locate near or away from the pe-
riphery of all clusters where MOS does not work well (as
discussed in Sec. 4.1). This demonstrates that our proposed
approach is better than the existing approaches.
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Figure 4. (first row) Examples of ID images sampled from Imagenet and OOD images sampled from iNaturalist, SUN, Places, and
Textures datasets; (second row) Point-density based PCA visualization to demonstrate the location and density of ID and OOD datasets;
(third row) Point-density based PCA visualization of ID dataset overlapped by PCA of OOD datasets to illustrate the location and density
of OOD datasets relative to the ID dataset. (fourth row) From first and third row, the key analysis is that Textures is more OOD from
Imagenet than the other three OOD datasets.

Method
iNaturalist SUN Places Textures Average

AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓

Expected Results Low High Low High Low High High Low – –

MSP [20] 87.70 63.52 78.22 80.01 76.67 81.31 74.46 82.70 79.26 76.88
ODIN [29] 89.49 62.61 83.83 71.89 80.60 76.51 76.29 81.31 82.55 73.08
Mahalanobis [27] 59.60 95.62 67.96 91.58 66.48 92.05 74.96 51.54 67.25 82.70
Energy [30] 88.64 64.35 85.25 65.30 81.31 72.77 75.78 80.60 82.75 70.76
KL Matching [19] 93.06 27.24 78.74 67.56 76.53 72.67 87.07 49.47 83.85 54.23
MOS [24] 98.15 9.23 92.01 40.38 89.05 49.49 81.27 60.30 90.12 39.85

TAPUDD (Average) 70.00 84.46 70.47 79.52 66.97 84.72 97.59 10.85 76.26 64.88

Table 3. OOD detection performance in the large-scale classification task. ↑ indicates larger values are better, while ↓ indicates smaller
values are better. Ideally, all methods should follow the expected results obtained from our analysis (described in first row in green color).
However, as highlighted in green color, only Mahalanobis and our proposed approach follow the expected results. This highlights the
failure of existing baselines, including MSP, ODIN, Energy, KL Matching, and MOS. Further, amongst all methods following the expected
results (highlighted in green color), our approach is highly sensitive to OOD samples and significantly outperforms the baselines.

4.4. OOD Detection for Large-scale Classification

Experimental Details. We use ImageNet-1k[10] as
the in-distribution dataset and evaluate our approach on
diverse OOD datasets presented in MOS[24], including
iNaturalist[23], Places[52], SUN[47], and Textures[8]. For
all baselines, we follow the experimental setup used in
MOS[24]. We obtained the base model for our approach
by following the experimental setting of finetuning the fully
connected layer of pretrained ResNetv2-101 model by flat-
tened softmax used in MOS. We measure AUROC and
FPR95 and report AUPR in Sec. 7 of the Appendix.
Analysis. In binary classification (Sec. 4.2) and regression
(Sec. 4.3) tasks, we evaluated our approach on NAS sam-
ples and knew that the NAS detection performance should
increase with the increase in attribute shift. However, in this
experiment, since the shift does not increase in a continu-
ous manner, it is non-trivial to determine for which OOD
datasets scores should be high. To this end, we perform an
analysis wherein from the first row of Fig. 4, we observe
that the Textures dataset is visually much more different
to human eyes from Imagenet compared to the other three
OOD datasets. Further, in the second and third rows of

Fig. 4, we apply principal component analysis (PCA) on the
feature representations obtained from the penultimate layer
of the model to visualize the location of in-distribution sam-
ples (Imagenet) and diverse OOD datasets. From this, we
observe that most of the samples from the Textures dataset
are located away from the highly-dense regions of Imagenet
compared to the other three datasets, thus indicating that
Textures is more OOD. Hence, we expect a reliable OOD
detection model to detect Textures as more OOD than the
other three OOD datasets.
Results. To determine the OOD detection methods that
follow the expected analysis, we evaluate the performance
of our approach and well-known post-hoc OOD detection
methods, including Maximum Softmax Probability [20],
ODIN [29], Mahalanobis distance [27], energy score [30],
MOS [24], and KL matching [19]. It is also worth not-
ing that all the baselines require class label information for
OOD detection and cannot be used for tasks other than clas-
sification. From Table 3, we observe that only our approach
(TAPUDD) and Mahalanobis follow the expected results, as
highlighted in green color. This demonstrates that all base-
lines except Mahalanobis are less reliable. Further, we com-
pare the performance of methods following the expected re-
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Figure 5. Effect on OOD detection performance by using different number of clusters in TAP-Mahalanobis.

Figure 6. Comparison of OOD detection performance of TAPUDD under different ensembling strategies.

sults (rows highlighted in green color) and observe that our
approach (TAPUDD) is more sensitive to OOD samples
and outperforms the baselines in all OOD datasets.

4.5. Ablations

Effect of Number of Clusters in TAP-Mahalanobis. We
investigate the effect of the number of clusters on the OOD
detection performance of TAP-Mahalanobis in Fig. 5. We
observe that the performance of TAP-Mahalanobis varies
with the value of K (i.e., number of clusters) across differ-
ent datasets and tasks. This implies that we cannot use a
particular value of K for all tasks and datasets.
TAPUDD with Different Ensembling Strategies. We
contrast the OOD detection performance of TAPUDD under
different ensembling strategies for the three tasks in Fig. 6.
We observe that TAPUDD shows competitive performance
with diverse ensembling strategies for all the tasks and
dataset shifts. Also, we observe that “seesaw” is slightly
more sensitive towards NAS samples in binary classifica-
tion and regression, and towards OOD samples from Places
and SUN in large-class classification.

Further, Fig. 5 and Fig. 6 illustrate that using ensembling
strategies provides us with an OOD detector which is almost
as good as the best performer of TAP-Mahalanobis.

We also evaluate our approach on other conventional
OOD datasets (ID: CIFAR-10; OOD: CIFAR-100, SVHN,
etc) and for anomaly detection task in Sec. 6.2 and 6.3 of the
Appendix, respectively. Additionally, we provide a discus-
sion on tuning of hyperparameters in Sec. 4 of Appendix.

5. Conclusion

In this work, we propose a task-agnostic and post-hoc
approach, TAPUDD, to detect samples from the unseen
distribution. TAPUDD is a clustering-based ensembling
approach composed of TAP-Mahalanobis and Ensembling
modules. TAP-Mahalanobis module groups the semanti-
cally similar training samples into clusters and determines
the minimum Mahalanobis distance of the test sample from
the clusters. To enhance reliability and to eliminate the
necessity to determine the optimal number of clusters for
TAP-Mahalanobis, the Ensembling module aggregates the
distances obtained from the TAP-Mahalanobis module for
different values of clusters. We validate the effectiveness of
our approach by conducting extensive experiments on di-
verse datasets and tasks. As future work, it would be inter-
esting to extensively evaluate TAPUDD to detect samples
from unseen distribution in natural language processing, 3D
vision, and healthcare.
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