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Abstract

Semantic segmentation of degraded images is important
for practical applications such as autonomous driving and
surveillance systems. The degradation level, which repre-
sents the strength of degradation, is usually unknown in
practice. Therefore, the semantic segmentation algorithm
needs to take account of various levels of degradation. In
this paper, we propose a convolutional neural network of se-
mantic segmentation which can cope with various levels of
degradation. The proposed network is based on the knowl-
edge distillation from a source network trained with only
clean images. More concretely, the proposed network is
trained to acquire multi-layer features keeping consistency
with the source network, while adjusting for various levels
of degradation. The effectiveness of the proposed method is
confirmed for different types of degradations: JPEG distor-
tion, Gaussian blur and salt&pepper noise. The experimen-
tal comparisons validate that the proposed network outper-
forms existing networks for semantic segmentation of de-
graded images with various degradation levels.

1. Introduction
Semantic segmentation has been remarkably progressed

by using a convolutional neural network (CNN) for the last
decade [23, 17, 30, 24, 2, 6, 5, 31]. Many studies of CNN-
based semantic segmentation have focused on only clean
images without any image degradation. However, digital
images usually include some degradations like distortion,
noise and blurring. For example, people generally prefer
JPEG compressed images to raw digital images because
they want to reduce the data size of their images. More-
over, semantic segmentation of degraded images is practi-
cally important for autonomous driving, surveillance sys-
tems, etc. In a practical semantic segmentation, it is impor-
tant to take into account image degradations. The quality
of a degraded image is strongly depended on a degradation
level like the JPEG quality factor for JPEG distortion, the
standard deviation for Gaussian blur kernel, etc. The degra-

dation level is usually unknown for semantic segmentation
algorithms. Therefore, semantic segmentation of degraded
images has to cope with various unknown levels of degra-
dation. This paper aims to construct a CNN-based semantic
segmentation network for degraded images under a known
degradation type with an unknown degradation level.

A very naive approach for the semantic segmentation of
degraded images is to feed degraded images into a network
trained with clean images. This approach shows poor per-
formance because the network trained with only clean im-
ages does not have enough knowledge of degraded images.
Then, we can consider training the network with clean and
degraded images. Although the network trained with clean
and degraded images can improve the performance for de-
graded images, the network shows lower performance for
clean images than a network trained with clean images only.
Endo et al. [8, 7, 9] have reported the same phenomenon in
the classification task of degraded images. Guo et al. [12]
have proposed a Dense-Gram-Network (DGN) based on
knowledge distillation [22, 13] for the semantic segmenta-
tion of degraded images. Guo et al. verified their approach
under a known degradation type with a known degradation
level. We propose a semantic segmentation network by fol-
lowing a feature adjustor for the classification network [10].
Note that Guo et al. focus on only one degradation level,
while we take account of various degradation levels.

Our contributions are the following three points. 1) The
proposed semantic segmentation network is able to deal
with degraded images over various levels of degradation
without sacrificing the performance of clean images. 2)
This paper combines the feature adjustor [10] and the layer-
wise knowledge distillation [1] to be consistent with not
only the final features of a degraded image but also its multi-
layer features. 3) The proposed method was confirmed for
several kinds of degradation with two famous datasets.

2. Related works
There are several studies for the recognition of degraded

images. However, most of those studies mainly focus on
classification [4, 21, 19, 8, 11, 20, 7, 18, 28, 9, 10]. There
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Figure 1. Layer-wise feature adjustor (proposed framework). A source segmentation network is trained with clean images. A target
segmentation network is trained with degraded images to be consistent with the features of clean images extracted from the source network.
Degraded images have various degradation levels (including no degradation, i.e. clean image). In this paper, SegNet [2] is used as the
source network.

are few studies for the semantic segmentation of degraded
images. Regarding the classification of degraded images,
Peng et al. [21] have compared training strategies from the
usage of training data: using high-resolution data before us-
ing low-resolution data, using low-resolution data before
using high-resolution data and mixing low-resolution and
high-resolution data. The last strategy is called “mixed
training”. This paper trains segmentation networks of de-
graded images by using mixed training. Pei et al. [18] and
Endo et al. [10] have proposed methods based on consis-
tency regularization for the features of clean images ex-
tracted from a source network which is trained with clean
images only. Pei et al. mainly focused on the classification
of degraded images only and did not pay much attention to
the classification of clean images. On the other hand, Endo
et al. [10] have proposed a network to classify degraded
images over various levels of degradation without sacrific-
ing the classification performance of clean images. They
have adjusted the features of degraded images from the fi-
nal layer of the feature extractor to fit the features of clean
images. This paper extends the method proposed by Endo
et al. [10] to the semantic segmentation of degraded images
and the regularization of multi-layer image features.

Regarding the semantic segmentation of degraded im-

ages, Guo et al. [12] have proposed DGN based on knowl-
edge distillation, where a source network is a segmentation
network trained with clean images. Though their proposed
network was trained with clean images and degraded im-
ages, the degradation level of degraded images could not
take multiple values but only a single value. Our proposed
framework is also based on knowledge distillation but can
deal with various levels of degradation while keeping the
segmentation performance of clean images.

This paper uses SegNet proposed in Badrinarayanan et
al. [2] as a semantic segmentation network. SegNet has an
encoder-decoder architecture where the encoder is based on
VGG16 [26].

3. Proposed method

3.1. Proposed framework

Figure 1 shows our proposed framework which we call
a “layer-wise feature adjustor.” The proposed framework is
based on layer-wise knowledge distillation [1]. A source
segmentation network gives its knowledge to a target seg-
mentation network. This paper uses SegNet [2] as the base
segmentation network. However, our proposed framework
can be based on the other segmentation networks. The
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Figure 2. Network structure. The encoder of SegNet is the same structure as the feature extractor of VGG16 [26]. “BN” and “s” represent
a batch normalization and the size of stride, respectively. Regarding αi and βi, the dimension of feature is n = 64, 128, 256, 512, 512 for
i = 1, 2, 3, 4, 5, respectively.

source network is divided into a feature extractor (encoder)
and a decoder. The feature extractor, which is denoted by{
fθi

s

}
i=1,2,..,5

, produces image features of clean images,
and the decoder gϕs outputs predictions of segmentation la-
bels. The source network is trained with clean images only.
Now, i-th block of source features xi, which denotes the
output of fθi

s
, is defined by

xi
def
= fθi

s
(xi−1) , x0 = Ic, i = 1, 2, ..., 5, (1)

where Ic denotes clean images. On the other hand, the tar-
get network has two streams: a feature extractor, whose
weights are fixed and shared with the source network, and
a trainable feature adjustor. The feature adjustor is com-
posed of

{
fθi

a

}
, {aαi} and

{
bβi

}
for i = 1, 2, ..., 5.{

fθi
a

}
i=1,2,..,5

is the same structure as the feature extrac-
tor of the source network but is trainable. The output of fθi

a

is fed into a scale estimator aαi and a bias estimator bβi for
each i-th block of features. The scale and bias estimators
infer parameters which adjust image features generated by
fθi

s
. Now,

{
F i

}
i=1,2,...,5

is defined by

F i (yi−1, zi)
def
= fθi

s
(yi−1)⊗ aαi (zi) + bβi (zi) ,(2)

yi
def
= F i (yi−1, zi) , y0 = I, (3)

zi
def
= fθi

a
(zi−1) , z0 = I, (4)

for i = 1, 2, ..., 5 where I denotes degraded images with
various levels of degradation (including no degradation,
i.e. clean images). ⊗ denotes an element-wise product.
F 5 (y4, z5) is fed into the decoder. The prediction of the
target network is calculated by

gϕs

(
F 5 (y4, z5)

)
. (5)

To train the target network, the following total loss function
is defined by

E

[
5∑

i=1

wi
CL · CL

(
xi, yi|θia, αi, βi

)]
, (6)

wi
CL = 0.2, (7)

where CL denotes a consistency loss function. This paper
uses the cosine similarity for a CL function followed by
Endo et al. [10]. This paper does not consider the loss func-
tion of gϕs

in Eq. (6) and does not train the weights of gϕs

as followed by Endo et al. [10]. In the optimization proce-
dure, an expectation operator E is replaced by the sample
mean of the mini-batch.

Figure 2 shows a concrete network structure. A fea-
ture extractor and a decoder are based on SegNet. The
feature extractor of SegNet has the same structure as the
feature extractor of VGG16 [26]. A scale-estimator and a
bias-estimator are composed of convolution layers, batch
normalization layers and activation functions. The dimen-
sion of features are n = 64, 128, 256, 512, 512 for i =
1, 2, 3, 4, 5, respectively.

3.2. Training procedure

Here, we describe the training procedure for the source
network and the target network of the proposed framework
as shown in Fig. 1. First, the source network is trained with
only clean images. All the parameters of the trained source
network are fixed when the target network is trained. Then,
the target network is trained by “mixed training” [21] which
uses degraded images with various levels of degradation in-
cluding clean images. Degraded images are easily gener-
ated from clean images with a degradation operator, where
degradation levels have to be input into the degradation op-
erator. The degradation levels are randomly sampled from a
uniform distribution. A clean image and its degraded image
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Table 1. Training conditions
Name Clean Degrade Proposed

Network Source Source Layer-wise
structure only only feature adjustor
Training Clean Clean images and

data images degraded images

are fed into the source network and the target network, re-
spectively. After that, the loss function, defined in Eq. (6),
is minimized.

4. Experimental validations
In this section, our proposed method is confirmed by

using two datasets: CamVid dataset [3] and SUN RGB-D
dataset [27]. CamVid is a road scene dataset applicable for
autonomous driving. Although CamVid is originally the
road scene video data, we only use the static image data
of 11 categories except for unlabelled pixels. The num-
ber of training data, validation data and test data are 367,
101 and 237, respectively. The image size of each data is
480 × 360. SUN RGB-D is an indoor scene dataset which
acquires RGB-D images from NYU depth v2 [25], Berke-
ley B3DO [14] and SUN3D [29]. The images of SUN
RGB-D include 37 categories except for unlabelled pixels.
The number of training images and test images are 5285
and 5050, respectively. This paper uses RGB images only
though SUN RGB-D contains depth data. Each image was
resized into 480 × 360 before experiments. We used the
SegNet without dropout for CamVid images and the Seg-
Net with dropout for SUN RGB-D images. Pytorch was
used for all the implementation of our experiments.1

This section is organized as follows. First, the training
conditions of experimental validations are described in 4.1.
Second, we focus on the JPEG distortion and confirm the
validity of the proposed framework by using CamVid and
SUN RGB-D datasets in 4.2 because JPEG is the de-facto
standard for the compression of digital images. Then, the
effectiveness of the proposed framework for other degra-
dations is confirmed by using CamVid in 4.3. Finally, the
superiority of a layer-wise feature adjustor is confirmed by
comparing it with an original feature adjustor [10] in 4.4.

4.1. Training conditions

To confirm the proposed layer-wise feature adjustor, we
compare three networks trained with different conditions,
as seen in Table 1. “Clean” is a segmentation network
trained with clean images only and is also a source network
for our proposed target network. “Degrade” is a segmenta-
tion network trained with both clean and degraded images,

1You can get the reproduction code of experiments from our website.
(http://www.ok.sc.e.titech.ac.jp/res/CNNIR/IRDI/)

Table 2. mIoU for JPEG distorted CamVid images. “Average” de-
notes the mean of mIoUs over five degradation levels and clean
images. The degradation level means the JPEG quality factor.

Degradation level Clean Degrade Proposed
Clean images 0.575 0.543 0.575

90 0.572 0.543 0.574
70 0.567 0.541 0.573
50 0.563 0.539 0.572
30 0.545 0.534 0.566
10 0.460 0.505 0.536

Average 0.547 0.534 0.566

where its network structure is the same as the source net-
work. “Proposed” is the proposed target network trained
with clean and degraded images, where the source network
is “Clean”. In the above training, degraded images have
five degradation levels for each degradation. The degra-
dation levels, including clean images, are uniformly dis-
tributed and randomly sampled. Median frequency balanc-
ing weight [6] was used to train the three networks because
the frequencies of appearance are quite different among cat-
egories. The median frequency balancing weight was calcu-
lated by using training data. We applied five data augmen-
tations for CamVid images: horizontal flip, random trans-
lation, random brightness, random saturation and random
scaling. In the case of SUN RGB-D images, randomly
changing the hue of images was added to the five augmen-
tations. All data augmentations were applied after applying
a degradation operator to clean images. Due to the random
scaling, the degradation level of an input image is different
from one of a degraded image. Thus, an original degra-
dation level, which was input into the degradation opera-
tor, was modified into some proper degradation level as de-
scribed in 4.4. RAdam [16] optimizer was used for almost
training with the initial learning rate 10−3 and the weight
decay 10−4.2 The model for test data was selected to maxi-
mize the global accuracy [24] of validation data for CamVid
and test data for SUN RGB-D. The recognition performance
of the three networks is evaluated by using the mean inter-
section over union (mIoU) [24]. The mIoU is widely used
as the performance metric of semantic segmentation.

4.2. Validation with JPEG distortion

Here, the proposed method is validated for JPEG dis-
tortion.3 JPEG quality factors are used as the degradation
levels of JPEG distortion in this paper. This paper used five

2Adam [15] optimizer was used to train only the source network of
clean images for SUN RGB-D with an initial learning rate of 10−4 and an
weight decay of 10−4, where the learning rate was multiplied by 0.99 on
each epoch.

3We used Python Image Library (PIL) for JPEG compression.
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Degradation level Clean image 90 50 10

Input

Ground truth

Clean

Degrade
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Figure 3. Estimated results for test samples of JPEG distorted CamVid. The degradation level means the JPEG quality factor.

degradation levels for the experiments: 10, 30, 50, 70 and
90.

Table 2 shows the mIoU of several degradation levels
and clean images for CamVid images. The mIoU of a
source network is 0.575 for clean images and higher than
the number of 0.567 based on FCN8s reported by Guo et
al. [12]. Although it is not state-of-the-art, it is enough
performance for our validations. The mIoU of “Clean”
roughly shows good performance but significantly drops for
the degradation level 10. “Degrade” shows better perfor-
mance for the degradation level 10 but worse than “Clean”
for the other degradation levels. In other words, “Degrade”
was averagely trained over all the degradation levels. This
phenomenon has been reported for the classification of de-
graded images in Endo et al. [10]. “Proposed” shows the
best performance of the three networks as shown in Ta-
ble 2. Especially for clean images, “Proposed” shows the
same mIoU as “Clean”. Figure 3 shows estimated results
for test samples of JPEG distorted CamVid images. “Pro-
posed” looks better estimation than other networks even if
the degradation level is high or low. That is, the proposed
method is effective for the semantic segmentation of JPEG
distortion over various degradation levels.

Table 3 and Fig. 4 show the mIoU and estimated im-
ages of test samples for JPEG distorted SUN RGB-D im-
ages, respectively. Badrinarayanan et al. [2] reported that

Table 3. mIoU for JPEG distorted SUN RGB-D images. “Average”
denotes the mean of mIoUs over five degradation levels and clean
images. The degradation level means the JPEG quality factor.

Degradation level Clean Degrade Proposed
Clean images 0.247 0.214 0.250

90 0.246 0.214 0.249
70 0.245 0.214 0.248
50 0.241 0.213 0.246
30 0.233 0.212 0.245
10 0.175 0.200 0.229

Average 0.231 0.211 0.244

mIoU was between 0.225 and 0.321 in different training
conditions by using SegNet. On the other hand, the mIoU
of a source network is 0.247 for clean images and is in-
side the above interval. The source network does not show
state-of-the-art performance, but it is enough for the follow-
ing validations. “Proposed” shows the best performance of
the three networks for all degradation levels, as seen in Ta-
ble 3. Figure 4 shows that the prediction of “Proposed” is
improved against “Clean” for the degradation level of 10.
Table 3 and Fig. 4 show almost the same tendency as de-
scribed in the case of CamVid images. Thus, the proposed
method is effective for JPEG distortion over various levels
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Figure 4. Estimated results for test samples of JPEG distorted SUN RGB-D. The degradation level means the JPEG quality factor.

Table 4. mIoU for Gaussian blurring CamVid images. “Average”
means the mean of mIoUs over five degradation levels and clean
images. The degradation level means the standard deviation of
Gaussian blur kernel.

Degradation
Clean Degrade

DGN [12]
Proposed

level (FCN8s)
Clean images 0.575 0.477 0.567 0.575

1 0.533 0.475 0.543 0.560
2 0.401 0.471 0.521 0.550
3 0.266 0.464 0.498 0.541
4 0.189 0.456 0.487 0.527
5 0.144 0.449 0.485 0.507

Average 0.351 0.465 0.517 0.543

of degradations.

4.3. Validation with other degradations

In this section, two types of degradations are analyzed
here: Gaussian blur and salt&pepper noise. In addition
to the three networks as shown in Table 1, we also com-
pare the performance results of DGN reported by Guo et
al. [12]. Although Guo et al. have applied DGN to several
networks of semantic segmentation, this paper uses their
numbers based on FCN8s [24], denoted by DGN (FCN8s),

Table 5. mIoU for CamVid images applied to salt&pepper noise.
“Average” means the mean of mIoUs over five degradation levels
and clean images. Unfortunately, we could find only two mIoUs
for clean images and the degradation level 0.1 for DGN (FCN8s).
The degradation level means the density of salt&pepper noise.

Degradation
Clean Degrade

DGN [12]
Proposed

level (FCN8s)
Clean images 0.575 0.513 0.567 0.573

0.05 0.213 0.511 - 0.570
0.1 0.076 0.508 0.504 0.567
0.15 0.037 0.504 - 0.562
0.2 0.026 0.498 - 0.559
0.25 0.021 0.491 - 0.554

Average 0.158 0.504 - 0.564

as references. As both SegNet and FCN8s have the feature
extractor based on VGG16, we use DGN (FCN8s) in this
paper. Guo et al. [12] have reported all the numbers using
DGN (FCN8s) trained with clean images and unique degra-
dation level.

Table 4 shows mIoU for Gaussian blurring CamVid im-
ages, where the degradation level is a standard deviation of
Gaussian blur kernel and takes five numbers: 1, 2, ..., 5.
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Table 6. mIoUs with single-layer and layer-wise feature adjustors for degraded CamVid images. “Average” denotes the mean of mIoUs
over five degradation levels and clean images. In each degradation, the degradation level means the quality factor of JPEG, the standard
deviation of Gaussian blur kernel and the density of salt&pepper noise, respectively.

JPEG Gaussian blur Salt&pepper noise
Degradation Single- Proposed Degradation Single- Proposed Degradation Single- Proposed

level layer (layer-wise) level layer (layer-wise) level layer (layer-wise)
Clean images 0.575 0.575 Clean images 0.575 0.575 Clean images 0.571 0.573

90 0.572 0.574 1 0.554 0.560 0.05 0.440 0.570
70 0.569 0.573 2 0.495 0.550 0.1 0.374 0.567
50 0.565 0.572 3 0.455 0.541 0.15 0.326 0.562
30 0.552 0.566 4 0.418 0.527 0.2 0.292 0.559
10 0.506 0.536 5 0.385 0.507 0.25 0.267 0.554

Average 0.557 0.566 Average 0.480 0.543 Average 0.378 0.564

Comparing “Clean” with “Proposed”, the mIoU of “Pro-
posed” is the same mIoU as “Clean” for clean images.
Moreover, “Proposed” shows the best performance of the
four networks for all degradation levels. That is, the pro-
posed method is effective for Gaussian blur.

Table 5 shows mIoU for CamVid images applied to
salt&pepper noise, where the degradation level is a density
of salt&pepper noise and takes five values: 0.05, 0.1, 0.15,
0.2, and 0.25. Unfortunately, we could find only two mIoUs
for clean images and the degradation level of 0.1 from Guo
et al. [12]. Comparing “Clean” with “Proposed”, the mIoU
of “Proposed” is 0.002 lower than “Clean” for clean im-
ages. However, “Proposed” shows the best performance of
the four networks for all degradation levels except for only
clean images. The result shows almost the same tendency
as the Gaussian blur mentioned above. That is, the proposed
method is also effective for salt&pepper noise.

Therefore, the proposed method is effective for not only
JPEG but also other degradations.

4.4. Comparison with single-layer feature adjustor

An original feature adjustor, proposed by Endo et
al. [10], only fits the final output of its feature extractor to
the final output inferred by the feature extractor of a source
network. In other words, the original feature adjustor is
based on single-layer knowledge distillation. Here, we call
the original feature adjustor a single-layer feature adjus-
tor. On the other hand, our proposed framework is based
on layer-wise knowledge distillation and a feature adjustor.
To verify the effectiveness of the proposed layer-wise fea-
ture adjustor, we compare it with the single-layer feature
adjustor which is denoted by “Single-layer”. To apply the
single-layer feature adjustor to SegNet, we replaced a fea-
ture extractor and a classifier seen in Endo et al. [10] with an
encoder and a decoder of SegNet, respectively. The single-
layer feature adjustor has to estimate the degradation level
of degraded images as an auxiliary task. Due to the random

scaling of data augmentations, we estimated the root mean
square error instead of the JPEG quality factor as a degra-
dation level for JPEG distortion. Regarding Gaussian blur
and salt&pepper noise, we estimated the re-scaled standard
deviation and the root mean square error, respectively.

Table 6 shows mIoUs of the single-layer and the pro-
posed feature adjustors with three degradations: JPEG dis-
tortion, Gaussian blur and salt&pepper noise. Regard-
ing clean images, “Single-layer” shows almost the same
performance as “Proposed” for three types of degrada-
tion. However, “Proposed” shows better performance than
“Single-layer” for low-quality images. Comparing aver-
age mIoUs, “Proposed” shows 0.009 higher than “Single-
layer” for JPEG distortion. In the case of Gaussian blur and
salt&pepper noise, average mIoUs of “Proposed” shows
much higher than ones of “Single-layer.”

Therefore, the proposed layer-wise feature adjustor is
superior to the single-layer feature adjustor for the seman-
tic segmentation of degraded images over various levels of
degradation.

5. Conclusions
This paper has proposed the network of semantic seg-

mentation to recognize degraded images over various lev-
els of degradation, including clean images. The proposed
layer-wise feature adjustor is trained to acquire the multi-
layer features of digital images from a source network
trained with only clean images. The effectiveness of the
proposed framework was confirmed for several degrada-
tions and two famous datasets.

Although this paper only focused on semantic segmen-
tation, we want to apply the proposed method to the object
detection of degraded images. We also need to reduce the
number of parameters for the proposed network because it is
much bigger than the source network. Moreover, we would
like to tackle the mixture of some degradations which is
more realistic than only one degradation. These tasks are
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our future works.
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