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Abstract

In class-incremental semantic segmentation (CISS), deep learning architectures suffer from the critical problems of catastrophic forgetting and semantic background shift. Although recent works focused on these issues, existing classifier initialization methods do not address the background shift problem and assign the same initialization weights to both background and new foreground class classifiers. We propose to address the background shift with a novel classifier initialization method which employs gradient-based attribution to identify the most relevant weights for new classes from the classifier’s weights for the previous background and transfers these weights to the new classifier. This warm-start weight initialization provides a general solution applicable to several CISS methods. Furthermore, it accelerates learning of new classes while mitigating forgetting. Our experiments demonstrate significant improvement in mIoU compared to the state-of-the-art CISS methods on the Pascal-VOC 2012, ADE20K and Cityscapes datasets.

1. Introduction

Semantic segmentation assigns a class label to every pixel of an image. The emergence of deep neural networks as well as the availability of pixel-level annotated datasets [13, 20, 56] has achieved state-of-the-art performance on semantic segmentation tasks [12, 32, 54]. The majority of papers in the field considers that all classes are labelled in all training data, and that all training data is jointly available. However, for many applications this is an unrealistic scenario, and the algorithm has to learn to segment all classes from partially labelled data, and every moment (called step in CISS) only has access to a limited batch of training data. This restriction is imposed either by data storage limitations or data privacy and data security considerations [14]. Incremental learning [14, 35] proposes algorithms for this setting where the main challenge is to prevent catastrophic forgetting [36] which refers to a drop in performance on classes learned in previous steps.

Another critical challenge faced by CISS approaches is the semantic background shift. This challenge does not exist for incremental image classification, and is a result of the multi-class nature of image segmentation. The ground truth at any step provides labels for pixels belonging to current classes only and considers all other pixels as background while the model should correctly classify the old and current class pixels to their original labels and the future class pixels to the background. So, the background class includes the real background class, the previously seen classes, and the future classes. As a result, there exists ambiguity due to changing definition of the background class from step to step.

In this paper, we highlight the importance of the in-
tialization of the classifier’s weights for the new classes. Since at every step, the final classifier layer has to predict the new classes in addition to the past classes, the classifier’s weights for the new classes should be well aligned with the features extracted by the model. Thus, the initialization of classifier’s weights is critical for stable training of the model and faster convergence on the new classes resulting in less forgetting of past classes. MiB [6] adapted weight imprinting [40] for segmentation and initialized the classifier’s weights for the new classes and the background with the classifier’s weights for the previous background. This initialization has been followed in most of the recent approaches [7, 17, 48, 53] but it does not address the semantic background shift problem. Instead, we propose a new warm-start classifier initialization method that explicitly tackles the background shift, differentiating the current foreground classes from the previous background at the classifier level as depicted in Figure 1.

We propose to transfer the learning of the future classes from the previous background to the new classes by weight transfer from relevant classifier input channels. The proposed method follows the strict incremental setting [35], which does not need access to any data from past or future classes. Our method can be used with various CISS approaches. We validate our proposed approach using multiple CISS settings, class orders and ablation experiments. The main contributions can be summarized as follows:

- To better address the background shift, we apply an attribution method to identify the most relevant classifier channels for predicting the new classes as previous background and transfer only those channel weights.
- Our method reduces catastrophic forgetting on old classes while improving plasticity on new classes, owing to quicker convergence on new classes.
- We experimentally show that our method significantly outperforms the state-of-the-art approaches on several incremental settings and datasets.

2. Related Work

Semantic Segmentation: Commonly used segmentation approaches are based on Fully Convolutional Networks (FCNs) [32]. These methods improve the accuracy by using multiscale representations [31], retaining more spatial information by using atrous convolution [9] or convolution with upsampled filters, modelling contextual cues [9], or by using attention mechanisms [11, 55]. Recent approaches used strip pooling [22] along the width or height dimensions to capture both global and local statistics. In our work, we use the Deeplabv3 [10] architecture which employs atrous convolution in parallel manner in order to capture multi-scale context to segment objects at multiple scales.

Incremental Learning: Most studies in incremental learning have focused on object detection and classification problems [5, 30, 41, 43, 47]. Some of these works use replay-based approaches, which store samples from previous tasks [5, 41] or generate training data [25, 42]. Some methods extend the initial architecture to learn new classes [29, 49] or use embedding networks [51] or use classifier drift correction to account for changing class distributions [3, 4]. Distillation-based methods constrain the learning of the model on new tasks by penalizing updates on the weights [1, 26] or the gradients [8, 33] or the intermediate features [16, 19, 23]. Our work focuses on the distillation-based approaches for semantic segmentation.

Class-Incremental Semantic Segmentation: Recently, incremental learning has been studied for semantic segmentation [6, 7, 17, 18, 24, 27, 37, 38, 50]. Initial approaches use relevant examples from old tasks and perform rehearsal for segmentation in medical imaging [39] and remote sensing data [46]. Michieli et al. [37] considered an incremental setting where labels for old classes are available when learning new tasks. Cermelli et al. [6] was the first to highlight the semantic background shift and proposed a novel distillation method to tackle the shift. Douillard et al. [17, 18] proposed using multi-scale spatial distillation loss to preserve short and long range dependencies. Cha et al. [7] proposed SSUL which considers a separate class apart from the semantic background class for old and future classes in addition to freezing the backbone and past classifiers. UCD [48] proposed to enforce similarity between features for pixels of same classes and reduce feature similarity for pixels of different classes. RCl [53] decoupled the learning of both old and new classes and introduced pooled cube knowledge distillation on channel and spatial dimensions.

Replay of samples from previous classes has also been used for CISS either by storing images from old tasks [7] or by recreating them using generative networks [34]. Self-training approach using unlabelled data [50] has also been proposed. We propose to model the semantic background shift for the classifier initialization used in [6, 7, 17, 48, 53] without using any data from the previous steps.

Attribution Methods: Feature attribution methods assign importance scores to the features for a given input which are responsible for the class prediction. Existing attribution methods are based on perturbation or backpropagation. Perturbation methods [52] compute the attributions of input features by removing or masking them and then do a forward pass to measure the difference in outputs. Backpropagation methods compute the attributions for the input features by doing one forward and backward pass. Some of these methods are DeepLIFT [44], Integrated Gradients [45] and Layer-wise Relevance Propagation (LRP) [2]. We use the popular Integrated Gradients [45] which requires no modification to the network and is simple to implement.
3. Proposed Weight Transfer Method

3.1. Class-Incremental Semantic Segmentation

Consider an image $x$ and label space $C$, semantic segmentation aims to assign a label $c_i \in C$ to every pixel in $x$. Provided with a training set $T$, a model $f_\theta$ having parameters $\theta$ is learned which maps the input image to the pixel-wise class probabilities. In an incremental setup, the model is learned in $t = 1,...,T$ steps. The training set at incremental step $t$ is $T^t = \{(x_1^t, y_1^t), ..., (x_n^t, y_n^t)\}$ where $x_i^t \in X^t$ is the set of images, $y_i^t \in Y^t$ is the set of corresponding ground truth maps and a new set of classes $C^t$ is added to the existing set of classes $C^{1:t-1}$. Since the background class is present in all the incremental steps, we denote it as $b^t$ at step $t$. The model at step $t$ is denoted as $f_{\theta^t}$ which learns the parameters $\theta^t$.

For an image $x_1^t \in X^t$, the ground truth segmentation map $y_1^t \in Y^t$ only provides the labels of current classes $C^t$ while collapsing all other labels (old classes $C^{1:t-1}$ and future classes $C^{t+1:T}$) into the background class $b^t$. The model after step $t$ is expected to predict all classes learned over time $C^{1:t-1}$. Here, both the real background class pixels and the future class $C^{t+1:T}$ pixels should be predicted as background $b^t$. Hence, the future classes classified as background after the first step gradually become the foreground during the incremental steps. During the inference of the final step, only the real background class should be classified as the background.

3.2. Problems with Existing Initialization Method

We discuss the existing initialization approach and the problems that are yet to be addressed. Since the pixels of $C^t$ are learned as background $b^{t-1}$ at the previous step, the old model $f_{\theta^{t-1}}$ will most likely assign these pixels to class $b^{t-1}$. To account for this initial bias on predictions of $f_{\theta^t}$ for pixels of $C^t$, Cermelli et al., [6] proposed to initialize the classifier’s weights for the classes in $C^t$ (including background) with the weights for the previous background class so that the background class probability is uniformly spread among the classes in $C^t$ ($b^{t} \in C^t$). It is important to note, that this classifier initialization was found to be crucial to achieve good plasticity. For several settings, classifier initialization more than doubles performance on the classes learned after the first step (see for example Table 3 in [6]).

However, this direct transfer of classifier’s weights from background to new classes does not directly address the shift of classes from background to foreground across time, which is one of the main challenge for CISS problems. The background classifier weights are learned for the real background and future classes $C^{t+1:T}$ but the direct transfer guides the model to initially assign high probabilities for pixels of $C^{t+1:T}$ and real background class to $C^t$ instead of $b^t$.

3.3. Novel Warm-Start Classifier Initialization

To explicitly address the background shift at the initialization stage, we propose Attribution-aware Weight Transfer (AWT) as illustrated in Figure 3. AWT aims to transfer only the significant classifier channel weights from the background $b^{t-1}$ to the new classes in $C^t$. We use attribution methods to select the classifier weights for the background at the previous step, which have significant contributions in predicting the pixels of new classes in $C^t$ as $b^{t-1}$ (as depicted in Figure 2). Here, we exploit the ability of the background classifier to learn different representations using different channels. This selection separates the classifier level weights for the new classes in $C^t$ and the future classes. AWT aims not to transfer the significant classifier weights for the future classes $C^{t+1:T}$ to the new classes thereby maintaining the stability of the model and accelerating learning of the new classes.

3.3.1 Attribution-aware Channel Selection

Integrated Gradients [45] approximates the integral of the gradients of the model’s output with respect to the inputs along a straight-line path from baselines to inputs. Here, baseline refers to the starting point from which integral is computed and is taken as blank (zero) input. We employ the Integrated Gradients attribution method, which assigns importance scores to the inputs of the classifier layer for predicting the background $b^{t-1}$. More details of Integrated Gradients are provided in the supplementary material.
Figure 3: Overview of AWT. Images from the current step are given to the old model at step $t - 1$. The inputs to the classifier layer are used to generate the layer attributions. Here, the attribution map (b) is more significant for new class pixels than map (a). We mask the attribution maps for the background pixels using the ground truth. Masked attributions from all images of step $t$ are averaged and max-pooled to obtain channel attributions. The significant channels are then selected using a threshold $k$ and these channel weights are transferred to the classifier weights for the new classes.

We use the images from the current training set $X^t$ and the old model $f_{θ^{t-1}}$ for computing the attribution maps for each of the input channels to the classifier layer. Since, the old and future class pixels are labelled as $b^t$ in the ground truth maps at step $t$, we obtain a ground truth mask $\bar{y}_t^i$ for new classes only by masking the pixels $m$ belonging to $b^t$ as follows:

$$\bar{y}_t^i[m] = \begin{cases} 0 & \text{if } y_t^i[m] = b^t \\ 1 & \text{otherwise} \end{cases}$$

(1)

We use the ground truth masks $\bar{y}_t^i$ to obtain the attributions corresponding to the pixels of new classes in $C^t$ only. Since we consider only one set of channel mask for each new class in $C^t$, we take the mean of the masked attributions from all the images in $X^t$. Let $A$ be the set of classifier layer attribution maps, each of size $W \times H \times C$ for all images in $X^t$ obtained using Integrated Gradients, then we obtain the mean attribution as follows:

$$A_{avg} = \frac{1}{n_t} \sum_{i=1}^{n_t} A(x_t^i) \odot \bar{y}_t^i$$

(2)

where $\odot$ refers to an element-wise multiplication along the spatial dimensions.

Max-Pooling is performed on the mean attribution $A_{avg}$ to get an attribution value for each of the channels of classifier’s weights for background $b_t^{-1}$. We transform the mean attribution map of size $W \times H \times C$ to channel attribution $A_c$ of size $C$ with pooling along the channel axis as follows:

$$A_c[c] = \max_{w \in [1,W], h \in [1,H]} (A_{avg}[w, h, c])$$

(3)

where $c \in [1, C]$. Note that we choose max-pooling over average-pooling based on experiments in Section 4.3.

3.3.2 Classifier Initialization

A threshold $k$ is applied on the channel attribution to obtain a channel mask $c_{mask}$ to select the most contributing channels as follows:

$$c_{mask}[c] = \begin{cases} 1 & \text{if } A_c[c] > k \\ 0 & \text{otherwise} \end{cases}$$

(4)

where $A_c$ denotes the channel attribution and $c$ refers to the channels. Let the classifier’s weights for the class $c$ at step $t$ be $w_c^t$ and the classifier’s weights for the background at step $t - 1$ be $w_{b}^{t-1}$. We propose to initialize the classifier’s weights for the new classes with the selected channel’s
weights as follows:

\[
w^t_c = \begin{cases} 
  w^t_c + w^{t-1}_b \cdot c_{\text{mask}} & \text{if } c \in C^t \ \setminus \ b^t \\
  w^{t-1}_c & \text{otherwise}
\end{cases}
\]

(5)

where \( w^t_c \) refers to the default initialized weights. We transfer the masked weights by adding them on top of the default weights and thus we avoid having zero weights for the remaining channels. We show in Section 4.3 that adding the weights is beneficial compared to copying.

4. Experiments

4.1. Experimental settings

Datasets: We conduct experiments on the segmentation datasets namely Pascal VOC 2012 [20], ADE20K [56] and Cityscapes [13] using different incremental splits. Pascal VOC 2012 [20] covers 20 object (or things) classes and one background class. ADE20K [56] is a large scale dataset containing 150 classes of both things and stuff (uncountable or amorphous regions like sky or grass). Cityscapes [13] has 19 classes having both things and stuff and covering scenes from 21 different urban cities.

CISS Protocols: Two different CISS settings introduced by [6] are disjoint and overlapped. While the disjoint setting assumes that the future classes are known and removes images with future classes from the current step, the overlapped setting is more realistic and has no such assumption. Similar to [7,17], we also follow the overlapped setting in our experiments. We denote the different settings as X-Y where X is the number of classes in the initial step followed by Y number of classes at every step until all the classes are seen. We train 15-5 (15 classes followed by 5 classes), 15-1 (15 then 1 class in each step), 5-3 and 10-1 settings on VOC. Similarly, we train 100-50, 100-10, 100-5 and 50-50 on ADE20K and 14-1 and 10-1 settings on Cityscapes.

Metrics: The mean Intersection over Union (mIoU) metric is calculated after the last step for the initial set of classes, the incremental classes, and for all the classes. The mIoU for the initial classes reflects the stability of model to catastrophic forgetting. The mIoU for the incremental classes reflects the plasticity of the model to learn new classes and the overall mIoU metric signifies the overall performance.

Implementation Details: Deeplab-v3 [10] with a ResNet-101 [21] backbone pretrained on ImageNet [15] having output stride of 16 is used for the experiments. Similar to [53], we use a higher initial learning rate and obtain an improved baseline for MiB. We train MiB and MiB+AWT models with SGD and a learning rate of \(2 \times 10^{-2}\) for the first step only and \(10^{-3}\) for the incremental steps. The models are trained with a batch size of 24 using 2 GPUs for 30 epochs per step for VOC and Cityscapes and 60 epochs for ADE20K. Specific to SSUL models, we follow the same training settings as [7] since it performs freezing of weights and requires different training hyperparameters. The final results are reported on the validation set of the datasets. Since Cityscapes does not have a real background class, we merge the unlabeled classes into a virtual background class.

We use layer integrated gradients from [28] for obtaining the attributions and a threshold \(k\) to select the 25% most significant channels for new classes based on experiments provided in the supplementary material. We obtain a unique set of channels mask for each new class for all settings having 5 or lesser class increments. For settings like 100-10, 100-50 and 50-50 on ADE20K, we use a single channel mask for all the new classes. Code is publicly available\(^1\).

Baselines: We compare our approach with the recent state-of-the-art methods ILT [37], MiB [6], SDR [38], PLOP [17], SSUL [7], RCIL [53] and UCD [48]. We apply AWT on two methods, MiB [6] and SSUL [7]. We also compare with the upper bound (Joint model learned in non-incremental manner). We do not consider approaches using data from past steps [34] or auxiliary unlabeled data [50].

4.2. Quantitative Evaluation

Pascal VOC 2012: We show the quantitative experiments on VOC 15-5, 15-1, 5-3 and 10-1 settings in Table 1. We observe that while ILT struggle on all settings, other methods show significant improvements. Pooling-based distillation methods like PLOP and RCIL do better in 15-5, 15-1 and 10-1 settings but these methods perform poorly on the 5-3 setting where the number of classes is less in the initial step.

AWT with MiB outperforms MiB significantly on all the settings. On 15-5, our model outperforms MiB by 1.5 percentage point (p.p) on the overall mIoU metric. On the 15-1 setting, our model reduces the forgetting of the initial classes by 11 p.p while the overall performance improves by 8.7 p.p. On the 5-3 setting having multiple class increments, AWT improves the overall mIoU by 4.3 p.p over MiB. On the most challenging setting of 10-1 having 11 steps, AWT reduces the forgetting of the initial classes by 19.1 p.p and improves the learning of new classes by 4.2 p.p.

AWT with SSUL [7] performs similar to SSUL for the 15-5, 15-1 and 5-3 settings, while for the challenging 10-1 setting, it reduces forgetting of the initial classes by 1.8 p.p and improves the performance on new classes by 1.0 p.p. SSUL makes use of saliency maps targeted for things or objects and moves them from background to an unknown class for representing the future classes. This label augmentation improves performance on all settings of VOC since this dataset has only object classes. On the contrary, this saliency-based modelling is not applicable for ADE20K, Cityscapes and other datasets which have both things and stuff classes, and SSUL suffers from high forgetting as we observe in Tables 2 and 4.

---

\(^1\)https://github.com/dfki-av/AWT-for-CISS
### Table 1: Experimental results on Pascal VOC 2012. Improvements using AWT underlined. Best among columns in **bold.†**: results excerpted from [53]. * implies results come from re-implementation. Other results come from the respective papers.

<table>
<thead>
<tr>
<th>Method</th>
<th>15-5 (2 steps)</th>
<th></th>
<th></th>
<th>15-1 (6 steps)</th>
<th></th>
<th></th>
<th>5-3 (6 steps)</th>
<th></th>
<th></th>
<th>10-1 (11 steps)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-15 16-20</td>
<td>all</td>
<td></td>
<td>0-15 16-20</td>
<td>all</td>
<td></td>
<td>0-5 6-20</td>
<td>all</td>
<td></td>
<td>0-10 11-20</td>
<td>all</td>
<td></td>
</tr>
<tr>
<td>ILT† [37]</td>
<td>67.8</td>
<td>40.6</td>
<td>61.3</td>
<td>9.6</td>
<td>7.8</td>
<td>9.2</td>
<td>22.5</td>
<td>31.7</td>
<td>29.0</td>
<td>7.2</td>
<td>3.7</td>
<td>5.5</td>
</tr>
<tr>
<td>SDR† [38]</td>
<td>76.3</td>
<td>50.2</td>
<td>70.1</td>
<td>47.3</td>
<td>14.7</td>
<td>39.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>32.4</td>
<td>17.1</td>
<td>25.1</td>
</tr>
<tr>
<td>PLOP [17]</td>
<td>75.7</td>
<td>51.7</td>
<td>70.1</td>
<td>65.1</td>
<td>21.1</td>
<td>54.6</td>
<td>17.5</td>
<td>19.2</td>
<td>18.7</td>
<td>44.0</td>
<td>15.5</td>
<td>30.5</td>
</tr>
<tr>
<td>MiB+UCD [48]</td>
<td>78.5</td>
<td>50.7</td>
<td>71.5</td>
<td>51.9</td>
<td>13.1</td>
<td>42.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>33.7</td>
<td>26.5</td>
<td>31.1</td>
</tr>
<tr>
<td>RCIL† [53]</td>
<td><strong>78.8</strong></td>
<td>52.0</td>
<td><strong>72.4</strong></td>
<td>70.6</td>
<td>23.7</td>
<td>59.4</td>
<td>59.3</td>
<td>33.8</td>
<td>41.1</td>
<td>55.4</td>
<td>15.1</td>
<td>34.3</td>
</tr>
<tr>
<td>MiB [6]</td>
<td>75.5</td>
<td>49.4</td>
<td>69.0</td>
<td>35.1</td>
<td>13.5</td>
<td>29.7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>12.3</td>
<td>13.1</td>
<td>12.7</td>
</tr>
<tr>
<td>MiB* [6]</td>
<td>76.4</td>
<td>49.4</td>
<td>70.0</td>
<td>48.1</td>
<td>15.8</td>
<td>40.4</td>
<td>58.2</td>
<td>41.3</td>
<td>46.1</td>
<td>14.1</td>
<td>13.8</td>
<td>13.9</td>
</tr>
<tr>
<td>MiB+AWT (Ours)</td>
<td><strong>77.3</strong></td>
<td><strong>52.9</strong></td>
<td><strong>71.5</strong></td>
<td>59.1</td>
<td>17.2</td>
<td>49.1</td>
<td>61.8</td>
<td>45.9</td>
<td>50.4</td>
<td><strong>33.2</strong></td>
<td><strong>18.0</strong></td>
<td><strong>26.0</strong></td>
</tr>
<tr>
<td>SSUL [7]</td>
<td>77.8</td>
<td>50.1</td>
<td>71.2</td>
<td><strong>77.3</strong></td>
<td>36.6</td>
<td><strong>67.6</strong></td>
<td>72.4</td>
<td>50.7</td>
<td>56.9</td>
<td>71.3</td>
<td>46.0</td>
<td>59.3</td>
</tr>
<tr>
<td>SSUL+AWT (Ours)</td>
<td>78.0</td>
<td>50.2</td>
<td>71.4</td>
<td><strong>77.0</strong></td>
<td><strong>37.6</strong></td>
<td><strong>67.6</strong></td>
<td>71.6</td>
<td><strong>51.4</strong></td>
<td><strong>57.1</strong></td>
<td><strong>73.1</strong></td>
<td><strong>47.0</strong></td>
<td><strong>60.7</strong></td>
</tr>
<tr>
<td>Joint</td>
<td><strong>79.8</strong></td>
<td><strong>72.4</strong></td>
<td><strong>77.4</strong></td>
<td><strong>79.8</strong></td>
<td><strong>72.4</strong></td>
<td><strong>77.4</strong></td>
<td><strong>76.9</strong></td>
<td><strong>77.6</strong></td>
<td><strong>77.4</strong></td>
<td><strong>78.4</strong></td>
<td><strong>76.4</strong></td>
<td><strong>77.4</strong></td>
</tr>
</tbody>
</table>

### Table 2: Experimental results on ADE20K. Improvements using AWT underlined. Best among columns in **bold.†**: results excerpted from [53]. * implies results come from re-implementation. Other results come from the respective papers.

<table>
<thead>
<tr>
<th>Method</th>
<th>100-50 (2 steps)</th>
<th></th>
<th>100-10 (6 steps)</th>
<th></th>
<th>50-50 (3 steps)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100-100 101-150</td>
<td>all</td>
<td>100-100 101-150</td>
<td>all</td>
<td>100-100 101-150</td>
<td>all</td>
</tr>
<tr>
<td>ILT† [37]</td>
<td>18.3</td>
<td>14.8</td>
<td>17.0</td>
<td></td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>PLOP [17]</td>
<td>41.9</td>
<td>14.9</td>
<td>32.9</td>
<td></td>
<td>40.6</td>
<td>15.2</td>
</tr>
<tr>
<td>PLOP+UCD [48]</td>
<td>42.1</td>
<td>15.8</td>
<td>33.3</td>
<td><strong>40.8</strong></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SSUL* [7]</td>
<td>38.0</td>
<td>20.5</td>
<td>32.2</td>
<td></td>
<td>36.5</td>
<td><strong>16.5</strong></td>
</tr>
<tr>
<td>RCIL† [53]</td>
<td><strong>42.3</strong></td>
<td>18.8</td>
<td>34.5</td>
<td></td>
<td>39.3</td>
<td>14.6</td>
</tr>
<tr>
<td>MiB [6]</td>
<td>40.5</td>
<td>17.7</td>
<td>32.8</td>
<td></td>
<td>38.3</td>
<td>12.6</td>
</tr>
<tr>
<td>MiB* [6]</td>
<td>41.5</td>
<td>22.9</td>
<td>35.3</td>
<td></td>
<td>38.9</td>
<td>10.3</td>
</tr>
<tr>
<td>MiB+AWT (Ours)</td>
<td><strong>40.9</strong></td>
<td><strong>24.7</strong></td>
<td><strong>35.6</strong></td>
<td></td>
<td><strong>39.1</strong></td>
<td><strong>14.3</strong></td>
</tr>
<tr>
<td>Joint</td>
<td><strong>44.3</strong></td>
<td><strong>28.2</strong></td>
<td><strong>38.9</strong></td>
<td></td>
<td><strong>44.3</strong></td>
<td><strong>26.1</strong></td>
</tr>
</tbody>
</table>

### ADE20K: ADE20K [56] is a difficult dataset with 150 classes and has the joint model miou of only 38.9%. We report the experimental results on ADE20K 100-50, 100-10 and 50-50 in Table 2 with analysis of performance on the incremental sets of classes. We also consider a long setting of 100-5 (11 tasks) in Table 3.

On 100-50, our model improves the overall performance over MiB by 0.3 \(\text{p.p.}\). On 50-50 setting, our model achieves an overall improvement of 1.7 \(\text{p.p.}\) over MiB and 1.0 \(\text{p.p.}\) over RCIL. Moving to the longer sequence of 100-10 with 6 steps, our model improves MiB by 3.6 \(\text{p.p.}\) and PLOP+UCD by 0.9 \(\text{p.p.}\). On the 11 step setting of 100-5, AWT improves MiB by 4.6 \(\text{p.p.}\) and its nearest contender SSUL by 1.0 \(\text{p.p.}\). MiB+AWT achieves state-of-the-art results on all settings of ADE20K indicating the robustness towards predicting both things and stuff classes.

### Cityscapes: We perform CISS experiments on two long sequence settings of 14-1 (6 tasks) and 10-1 (10 tasks) of Cityscapes [13] dataset. We introduce the 10-1 setting where we initially train on 10 classes (road, sidewalk, building, wall, fence, pole, light, sign, vegetation, terrain) and add each of the 9 classes (sky, person, rider, car, truck, bus, train, motorcycle, bicycle) one at a time. We evaluate naive fine-tuning (FT), PLOP, RCIL, SSUL, MiB, and AWT with both SSUL and MiB, and report the mIoU results in Table 4.
Table 4: Experimental results on Cityscapes. Improvements using AWT underlined. Best among columns in bold. All results come from our implementation.

<table>
<thead>
<tr>
<th>Method</th>
<th>14-1 (6 steps)</th>
<th>10-1 (10 steps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-14 15-19 all</td>
<td>1-10 11-19 all</td>
</tr>
<tr>
<td>FT</td>
<td>0.0 10.1 2.5</td>
<td>0.0 4.8 2.2</td>
</tr>
<tr>
<td>PLOP [17]</td>
<td>55.7 12.3 44.8</td>
<td>25.2 24.1 39.6</td>
</tr>
<tr>
<td>RCIL [53]</td>
<td>55.7 7.1 43.6</td>
<td>51.0 17.4 35.9</td>
</tr>
<tr>
<td>SSUL [7]</td>
<td>43.2 33.0 40.7</td>
<td>38.6 38.1 38.3</td>
</tr>
<tr>
<td>SSUL+AWT</td>
<td>43.9 35.1 41.5</td>
<td>38.6 39.0 38.8</td>
</tr>
<tr>
<td>MiB [6]</td>
<td>56.3 12.5 45.4</td>
<td>51.6 30.1 41.9</td>
</tr>
<tr>
<td>MiB+AWT</td>
<td>55.9 19.8 46.9</td>
<td>51.2 37.2 44.9</td>
</tr>
<tr>
<td>Joint</td>
<td>56.7 54.3 56.1</td>
<td>51.7 61.4 56.1</td>
</tr>
</tbody>
</table>

We observe that while FT has very low overall mIoU, PLOP, RCIL and MiB have improved overall performance on both settings. SSUL shows higher performance on incremental classes but with very high forgetting on the initial classes compared to others. On the 14-1 setting, AWT with SSUL improves the overall mIoU over SSUL by 0.8 p.p and MiB+AWT outperforms MiB by 1.5 p.p with a significant improvement of 7.3 p.p on the performance of incremental classes (15-19). On the longer 10-1 setting, SSUL+AWT increases the overall mIoU by 0.5 p.p over SSUL while MiB+AWT improves over MiB by 3.0 p.p with a good margin of 7.1 p.p improvement on the incremental classes (11-19). AWT significantly improves the plasticity of the models to better learn the new classes in both settings.

4.3. Ablation Study

We analyze the effectiveness of our approach with ablation experiments on Pascal-VOC 2012 for the 15-1 setting.

Selective weight transfer: We analyze the importance of the selective weight transfer approach in Table 5. The weight transfer proposed by MiB [6] is a better choice compared to the case when no weights are transferred. We show that our proposed AWT ensures the selection of the most significant channels for new classes by performing experiments with random selection of channels without using attributions. We observe that randomly selecting the same number of channels (25% of total channels) and transferring their weights in the same way as AWT performs poorly on both initial and incremental sets of classes.

Design choices: We consider the alternative ways of selecting the significant channels and analyze them in Table 6. In AWT, we take the mean of the attribution maps from all images of the current step and then perform max-pooling. Here, we consider the alternative of pooling the channels first for all the images and then take the mean of the pooled values. We also consider using average-pooling instead of max-pooling. We experimentally show that mean followed by max-pool is the best choice for channel selection.

Random class ordering: The order of classes plays an important role in CISS settings. We experiment with 10 different class orderings on VOC 15-1 setting. We show the average performance for MiB and MiB+AWT in Figure 4. We also plot the difference between MiB+AWT and MiB for every class order to demonstrate the robustness of our method using random class sequences.

Computational Complexity: The time taken for the attribution module depends on the number of new-class images. We use two Nvidia RTXA6000 GPUs for training the models. For each image, it takes approximately 0.68 seconds to

Table 5: Ablation study for selective channel weights transfer on Pascal-VOC 2012.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>% of filters</th>
<th>copy</th>
<th>add</th>
<th>VOC (15-1)</th>
<th>0-15</th>
<th>16-20</th>
<th>all</th>
</tr>
</thead>
<tbody>
<tr>
<td>No transfer</td>
<td>0</td>
<td>×</td>
<td>×</td>
<td>45.7 5.3</td>
<td>36.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MiB [6]</td>
<td>100</td>
<td>✓</td>
<td>×</td>
<td>48.1 15.8</td>
<td>40.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>25</td>
<td>✓</td>
<td>✓</td>
<td>46.3 6.1</td>
<td>36.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AWT</td>
<td>25</td>
<td>✓</td>
<td>✓</td>
<td>58.3 14.8</td>
<td>47.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AWT</td>
<td>25</td>
<td>✓</td>
<td>✓</td>
<td>59.1 17.2</td>
<td>49.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>MiB+AWT</th>
<th>VOC (15-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-15 16-20 all</td>
</tr>
<tr>
<td></td>
<td>Max-Pool ⇒ Mean</td>
</tr>
<tr>
<td></td>
<td>Avg-Pool ⇒ Mean</td>
</tr>
<tr>
<td></td>
<td>Mean ⇒ Avg-Pool</td>
</tr>
<tr>
<td></td>
<td>Mean ⇒ Max-Pool</td>
</tr>
</tbody>
</table>

Figure 4: Boxplots of the mIoU of initial, new, and all classes for 10 random class orders.
compute the attributions. For VOC 15-1, MiB+AWT takes 10.32 hours for training while the attribution module for all steps only takes 37 minutes (6% of the total training time). Thus, the computational time for the attribution module is considerably less compared to the entire training process.

For further analysis, refer to the supplementary paper.

4.4. Qualitative Evaluation

Figure 5 shows the predictions of MiB and MiB+AWT across time on Cityscapes 14-1 setting. MiB is biased towards the new classes and forgets the class (bus) learned in step 2 and classifies the bus as train from step 3 onward. MiB+AWT still classifies the bus correctly till step 5.

Figure 6 shows the predictions for both MiB and MiB+AWT models trained in 100-5 setting on test images of ADE20K. We show that MiB+AWT improves predictions of classes like fan (row 1), wardrobe (row 2) and chair, chandelier (row 3) compared to MiB.

5. Conclusion and Limitations

In this paper, we addressed the issue of semantic background shift during the initialization of the new foreground classifiers at each step of CISS. We discussed the problems with the existing initialization method, and then proposed an attribution-based approach to identify weights that are of interest for the new foreground classes and transfer these weights. This selective initialization takes into account the gradual transition of classes from background to foreground across time. Experimental results on multiple datasets showed that our approach reduces the forgetting of old classes and further improves the plasticity. Our weight transfer approach generalizes well with both things and stuff classes and outperforms the existing CISS methods. This work lays the foundation for attribution-aware weight initialization that could be more generally used for incremental learning problems involving multi-class classification.

Although our method works well with most incremental settings, the strategy of selecting multiple set of channels for multiple new classes would involve a significant increase in computational complexity as a function of the number of new classes at every step, especially for 10, 50 or more class increments at a step. We believe future work can be done to address this limitation. We hope that our attribution-based channel selection approach would be adapted beyond semantic segmentation to other computer vision applications.
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