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Abstract

Attention filtering under various learning scenarios has
proven advantageous in enhancing the performance of
many neural network architectures. The mainstream at-
tention mechanism is established upon the non-local block,
also known as an essential component of the prominent
Transformer networks, to catch long-range correlations.
However, such unilateral attention is often hampered by
sparse and obscure responses, revealing insufficient de-
pendencies across images/patches, and high computational
cost, especially for those employing the multi-head design.
To overcome these issues, we introduce a novel mechanism
of aggregating bilateral attention (ABA) and validate its use-
fulness in tackling the task of few-shot instance localiza-
tion, reflecting the underlying query-support dependency.
Specifically, our method facilitates uncovering informative
features via assessing: i) an embedding norm for explor-
ing the semantically-related cues; ii) context awareness for
correlating the query data and support regions. ABA is then
carried out by integrating the affinity relations derived from
the two measurements to serve as a lightweight but effective
query-support attention mechanism with high localization
recall. We evaluate ABA on two localization tasks, namely,
few-shot action localization and one-shot object detection.
Extensive experiments demonstrate that the proposed ABA
achieves superior performances over existing methods.

1. Introduction
Non-local block (NLB) [39] is one self-attention mech-

anism, also known as an essential unit, i.e., the scaled dot-
product attention unit within the multi-head attention in the
prominent Transformer [37]. Both NLB and Transformer
show the success of feature enhancement in addressing the
various tasks of natural language processing and computer
vision. For example, such an attention mechanism’s foot-
prints exist in several vision tasks of action localization
[4, 13, 23, 44], object detection [6, 19], image denoising
[27], 3D imaging [33], and semantic segmentation [51].
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Figure 1: The effect of Aggregating Bilateral Attention.
The top-left two images are the input pair, and the remain-
ing four show the attention heatmaps stacking on top of the
query image. Each attention heatmap depicts the pixel-level
feature similarity against the green-box region within the
support image. The proposed ABA can increase the local-
ization recall to benefit the few-shot instance localization.

This paper is motivated by observing that most of the
existing few-shot instance localization methods, which di-
rectly employ the typical non-local block, suffer the issues
of sparse attention and high computational cost. The is-
sue of sparse attention is observed in calculating the query-
support dependency via the typical NLB could result in high
accuracy yet low recall of regions of interest. The top-right
image in Figure 1 shows that one detected brown horse of
focused attention and the missed white horse of suppressed
attention. Such a situation is caused by the affinity calcu-
lation step within NLB, including the dot product operation
and the subsequent softmax operation. Precisely, one high-
similarity pixel-pair of, e.g., query brown horse against sup-
port brown horse, could rapidly accumulate its similarity
over feature channels via the dot product operation. Further,
the subsequent softmax operation could speed up such a
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high-similarity pixel-pair to stand out from the other dissim-
ilar pixel pairs, including query white horse against support
brown horse and any other query non-horse region against
support non-horse region. However, while tackling a few-
shot instance localization task, we expect to retrieve any po-
tential pixel pairs across the query image and the support
image for further recognition. Unfortunately, such sparse
attention derived from the dot product and softmax could
reduce these potential pairs’ recall and hence degrade the
model performance. The second issue is observed from an-
other self-attention mechanism, i.e., Transformer, which in-
tegrates multi-headed multi-layer dot-product calculations
concerning multiple representation sub-spaces. Though this
manipulation could relieve the first issue; however, the ad-
ditional computational cost becomes the other issue.

This work discusses two few-shot instance localization
tasks: few-shot action localization [4, 13, 23, 44, 45] and
one-shot object detection [6, 19]. The former task aims to
localize the unseen-class action within an untrimmed video
sequence, where the unseen-class action is hinted at by one
support set of trimmed videos possessing that unseen-class
action. The latter task aims to localize within an image the
unseen-class object, which is hinted at by one support image
possessing that unseen-class instance. In general, the query-
support dependency is essential in addressing the few-shot
instance localization tasks. The mentioned attention mech-
anisms of the non-local block [39] and Transformer [37] are
usually used in practice, for example, NLB-based methods
[19, 23, 44] and Transformer-based methods [6, 45], to con-
struct such a dependency for making the query aware of the
unseen class of interest indicated by the support set.

The proposed Aggregating Bilateral Attention aims to be
a low computational cost query-support attention mecha-
nism, which can increase the localization recall to bene-
fit the few-shot instance localization tasks. Our core idea
is to increase the number of informative pairwise affini-
ties across the query and the support, where the informative
affinities trigger the high-recall region proposals generated
from a localization model. To this end, our ABA discov-
ers these informative pairwise affinities by integrating the
affinities deriving from the proposed embedding norm and
context awareness. The embedding norm employs the p-
norm to measure query-support feature distance per data
pair. The measurement reduces the similarity differences
between query-support pairs and hence increases the chance
of discovering the data pairs with minor similarities. The
context awareness employs the support context informa-
tion captured by global average pooling. The captured sup-
port context guides the query-support affinity calculation to
make aware of the class of the salient instance depicted in
the support. As a result, integrating the affinities from the
two measurements mentioned above concerns not only dis-
covering the data pairs of various similarities but also focus-

ing on the support context information. Besides, in order
to achieve low computational cost, ABA embeds data with
a higher dimension reduction ratio and discards the design
of multi-headed or multi-layer. Moreover, since the affini-
ties derived from the two measurements may not be equally
important, our affinity matrices fusion step employs convo-
lution for learning the fusion. Experiments show that our
design benefits the few-shot instance localization tasks. We
identify the main contributions of ABA as follows:

• We introduce novel query-support affinity aggrega-
tion accounting for the learned embedding norm and
the context-aware similarity to enhance the query fea-
ture concerning the support. The proposed ABA is
lightweight and easy to be incorporated into existing
networks to yield informative query-support affinities.

• We conduct extensive experiments to demonstrate that
ABA improves existing models to achieve state-of-the-
art performances on both few-shot action localization
and one-shot object detection.

2. Related work
Attention mechanism. The attention mechanism has
demonstrated its advantages in addressing linguistic-related
[1, 2, 37] and vision-related [6, 10, 21, 35, 39] tasks. Con-
cerning the pairwise correlation on input data, an attention
mechanism is able to capture long-range dependencies for
enhancing the data representations. For example, Deng et
al. [9] propose accumulating three attentions of query, im-
age, and objects for distilling information while excluding
the noise. Wu et al. [40] employ a non-local block to asso-
ciate long-term features. Xu et al. [43] modulate the rela-
tionship between visual and linguistic representation to bet-
ter produce image captions via an attention mechanism. Re-
cently, several other attention mechanisms have been pro-
posed, such as channel attention mechanism [14], disentan-
gled non-local neural networks [46], non-local blocks en-
semble method [50], and additional terms for the auxiliary
position [21, 22]. Rather than directly employing the exist-
ing attention mechanisms, we present a novel aggregating
bilateral attention that distills the informative ingredients to
form robust attention via two affinity measurements.

Few-shot action localization. Concerning the type of the
support set, we briefly categorize the few-shot action local-
ization tasks as sentence-supported [8, 15, 18, 47], video-
supported [13, 44], and image-supported [49] tasks. The
sentence-supported few-shot action localization attempts to
localize within an untrimmed query video the video seg-
ments matched with the support sentences. Chen et al. [8]
propose to incorporate local and global video features via a
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non-local block. Zhang et al. [47] use an iterative graph ad-
justment network to associate the proposal encoding with
temporal structural reasoning. The video-supported few-
shot action localization aims to retrieve the video segments
comprising the action instance hinted by a few trimmed sup-
port videos. Feng et al. [13] propose a cross-gated bilin-
ear matching approach to align the support video into the
untrimmed query video semantically. Yang et al. [44] em-
ploy a non-local block to correlate the representations of
the query video’s action proposals with the support videos.
With the Transformer mechanism, Yang et al. [45] design
a few-shot Transformer with a dedicated encoder-decoder
structure to localize action instances more accurately. Un-
like the video-supported few-shot action localization, the
image-supported few-shot action localization retrieves the
video segments with stricter conditions, namely, being sup-
ported with the image patches sacrificing temporal informa-
tion. Zhang et al. [49] apply an attention-based mechanism
to correlate the objects described within the support images
with the query video. In this paper, we plug in ABA with
FSCAL [44] to gain more improvements than the original
FSCAL, as demonstrated in the experiments.

Few-shot object detection. The few-shot object detec-
tion tasks can be grouped concerning the learning strate-
gies, such as transfer-learning [7], metric-learning [25, 29,
31, 34, 38, 41], meta-learning [20, 24], or contrastive-
learning [12]. The transfer-learning-based approach [7]
aims to mitigate the over-fitting issue over the few unseen
images by using a regularization approach. The goal of
the metric-learning-based few-shot object detection meth-
ods [25, 29, 31, 34, 38, 41] is to construct a learn-able
metric classifier for reasoning the unseen classes hinted by
a few labeled examples. The meta-learning-based method
[24] leverages a trained few-shot meta-model to refine the
image representations derived from a detector. Hu et al.
[20] introduce a variant of the non-local block by replac-
ing a single embedding layer with multiple convolutional
layers to enhance co-existing features among the query im-
age and the support images. The contrastive-training-based
approach [12] associates the query image and the support
images through an attention-based RPN and multi-relation
detector. While using merely one support image as a more
strict constraint, Hsieh et al. [19] suggest employing a non-
local block to mutually associate the features from support-
image and query-image. Osokin et al. [32] semantically
align features of query-image and support-image. Chen et
al. [6] propose the Transformer structure to correlate the
query image proposals and the support image patch. This
paper plugs in our ABA with CoAE [19] and AIT [6] to
improve these two one-shot object detection methods.

3. Preliminaries

Problem definition. The problem of few-shot instance
(query-support) localization follows the standard M -way
K-shot protocol to discriminate within the query all the in-
stances of the M classes hinted by the K-labeled data per
class. Assume that the localization task concerns data from
totally N = Ū ∪ U classes, where the mutually exclusive Ū
and U (Ū ∩ U = ∅) denote the seen classes and the unseen
ones in training, respectively. Note that in inference the M
classes in a support set could be from either Ū or U .

In the few-shot instance localization task, a feature point
x encodes the proposal/frame-level feature from a video in-
put or the pixel-level feature from an image input. For the
video input, we follow [44] to adopt the C3D backbone [36]
for encoding each query video as a tensor in Rt×d and each
support video as S ∈ Rt×d, where t denotes the tempo-
ral dimension and d denotes the feature dimension. Fol-
lowing [44], we then use the proposal subnet, R-C3D [42],
to retrieve the proposal-level representation of the encoded
query video as Q ∈ Rp×d, where p denotes the number
of proposals. Hence, we denote one proposal-level feature
point from Q as xQ ∈ R1×d and one support feature point
from S as xS ∈ R1×d. For the image input, we follow
CoAE [19] to employ the ResNet backbone [16] for encod-
ing the query image as Q ∈ Rhw×d and each support image
as S ∈ Rhw×d, where h and w denote the height and width
of one feature channel, respectively. Hence, we denote one
pixel-level feature point from Q as xQ ∈ R1×d and one
pixel-level feature point from S as xS ∈ R1×d.

The non-local block [39] is designed to capture the self-
attended long-range dependencies by densely correlating
every data pair from one input. To address the few-shot
instance localization task, various attention-related mod-
els are proposed to calculate the query-support attention,
such as FSCAL [44] for the few-shot action localization
task, CoAE [19] and AIT [6] for the one-shot object detec-
tion task. It is worth mentioning that Transformer [37] has
shown that stacking multiple non-local blocks for simulta-
neous encoding intra-attention and inter-attention can boost
the performance of several attention-based models.

Non-local block. The non-local block is one sort of self-
attention modeled as the non-local mean [3], which formu-
lates the correlation between each element with all the other
elements. Hence, each element can correlate itself with all
data elements as one sort of long-range dependency. For-
mally, taking an image I , we denote xi ∈ I as the image’s
pixel-level feature at position i, and the attended feature yi

output from a typical non-local block is defined as

yi =
1

Z(x)

∑
j∈Ω

ω(xi,xj)θ(xj) , (1)
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where Ω denotes all the pixels of I , the function ω calcu-
lates the embedded feature similarity of the pixel pair xi

and xj . The function θ forms a value embedding, and Z(x)
denotes the normalization factor. The function ω calculates
the pairwise similarity by employing the dot product as

ω(xi,xj) = ϕ(xi)
⊺ρ(xj) =

∑
e
ϕ(xi)e × ρ(xj)e , (2)

where
∑

e denotes summation over channels, ϕ and ρ re-
spectively denote the query and key embedding functions,
× denotes the multiplication operation, and the symbol e
denotes the index of the feature dimension after embedding.
While inserting the non-local block into a neural network,
the attended feature yi is usually accompanied by additional
linear transformation ψ and a residual connection as the en-
hanced feature, xi + ψ(yi), as shown in Figure 2 (a).

Mutual enhancement block. One existing query-support
attention modeling is to interchange the query-support fea-
tures via two non-local blocks [6, 19, 44]. Figure 2(b) shows
an example of the mutual enhancement block in FSCAL
[44] for reference, and another way to employ a Trans-
former module for carrying out such query-support atten-
tion can refer to [6, 37, 45] for more details. Briefly, the
mutual enhancement block takes query and support with the
following measurements:

yQ
i =

1

Z(x)

∑
j∈S

ω(xQ
i ,x

S
j )θ(x

S
j ) ,

yS
j =

1

Z(x)

∑
i∈Q

ω(xS
j ,x

Q
i )θ(x

Q
i ) ,

(3)

where i and j respectively denote one pixel-level feature
from Q and S, function ω measures the pairwise similarity
in eq. (2). Hereafter, each output of eq. (3), i.e., y, linearly
embeds itself, i.e., ψ(y), for adding back with y.

4. Aggregating bilateral attention
Unlike the previous attention-based methods [6, 19, 37,

39, 44] to capture long-range dependencies using pair-
wise dot-product measurement, our ABA, as shown in Fig-
ure 2(c), distills the feature attention derived from embed-
ding norm and context awareness. Specifically, the ABA
integrates two kinds of query-support pairwise affinities
via two measurements: i) one affinity derived from the
distance-based embedding norm shows the ability to re-
trieve more semantically-related data; ii) the other affinity
derived from context awareness shows the ability to focus
on the salient support instance via the captured support con-
text information. Moreover, we provide an effective affinity
matrices fusion mechanism to integrate the two affinities.
Experiments show that the ABA helps increase the local-
ization recall for the few-shot instance localization tasks.

4.1. Embedding norm ωN

This measurement aims at retrieving more semantically-
related data neighboring within an embedding space. The
embedding norm calculates per query-support pair’s dis-
tance within a learned embedding space, which treats the
locally neighboring data as the potential candidates com-
prising similar (semantically-related) classes. We carry out
the embedding norm by p-norm, defined as

∥xQ
i ,x

S
j ∥p =

(∑
e
(ϕ(xQ

i )e − ρ(xS
j )e)

p
) 1

p

, (4)

where the functions ϕ and ρ represent the linear embed-
dings, and the symbol e denotes the index of the feature
dimension after embedding. To convert the distance into
similarity, we employ an operation as

ωN (xQ
i ,x

S
j ) =

1

1 + ∥xQ
i ,x

S
j ∥p

. (5)

Without loss of generality, 2-norm is the default setting.

Discussion. The proposed embedding norm employs the
p-norm to measure query-support feature distance per data
pair. Compared with the typical dot-product, such a
distance-based measurement replaces the per channel pair-
wise multiplication in eq. (2) with subtraction in eq. (4).
As a result, the replacement slows down the similarity ac-
cumulation over channels per data pair, especially the high-
similarity one. In this way, the embedding norm reduces the
difference between a high-similarity data pair and other data
pairs. It increases the chance of discovering the medium-
similarity data pair, e.g., the query white horse against sup-
port brown horse, or even the low-similarity data pair, e.g.,
the query person against support brown horse, as shown in
Figure 1. On the other hand, reducing the differences be-
tween query-support pairs means a higher chance of discov-
ering the potential instances, namely, getting rid of merely
focusing on the sparse high-similarity instances as the typi-
cal NLB does in the scenario of few-shot localization.

4.2. Context awareness ωC

The context awareness aims to retrieve the instance class
concerning the salient instance in the support. This affinity
measurement forces the query data to consider the support
context by employing the global average pooling and the
dot-product. Precisely, we measure pairwise similarity as

ωC(xQ
i ,x

S
j ) = [ϕ(xQ

i )⊙ σ(GAP(ρ(S)))]⊺ρ(xS
j ) , (6)

where σ denotes the sigmoid function, GAP means the
global average pooling, ⊙ denotes the channel-wise scal-
ing, and ϕ and ρ denote the linear embedding functions. In
eq. (6), σ(GAP(ρ(S))) is a channel scaling vector derived
from the support S to re-weight each channel of ϕ(xQ

i ).
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Figure 2: Comparison of various attention mechanisms. (a) non-local block [39] for capturing the self-attended long-range
dependencies. (b) mutual enhancement block [44] employs two non-local blocks to capture query-support attention. (c)
Aggregating Bilateral Attention fuses two query-support affinities to enhance the query data. (d) The affinity matrices fusion
integrates two affinity matrices concerning the spatial data neighborhood. (e) The two query-support affinity measurements
generate the affinity matrices AN and AC . The symbols Q and S denote the inputs from the query and support, respectively.

Discussion. The context awareness measures query-
support data pairs’ affinities concerning the support context
captured by global average pooling. In each query-support
data pair, the corresponding affinity is formulated as one
query datum against the entire support context describing
the salient instance within the support. Such a design shows
the ability to enforce the query focus on the salient support
class, whether the class is seen or unseen. For example, the
successfully detected three horses shown in Figure 1.

4.3. Bilateral affinity fusion

We carry out the affinity matrices fusion concerning the
spatial data neighborhood. Suppose the query and the sup-
port are of the spatial resolution hq × wq and hs × ws,
our fusion mechanism aims to integrate the two affinity
matrices AN ∈ Rhqwq×hsws

and AC ∈ Rhqwq×hsws

,
resulting from ωN and ωC , into the final affinity matrix
A∗ ∈ Rhqwq×hsws

. To this end, our fusion mechanism is
defined as

A∗ = f−1
(
Conv

(
f(AN )∥f(AC)

))
, (7)

where the function f : Rhqwq×hsws → Rhq×wq×hsws

reshapes a 2D affinity matrix in a 3D representation of
height × width × channel, ∥ denotes the concatena-
tion over the channel dimension, the convolution function

Conv : Rhq×wq×2hsws → Rhq×wq×hsws

employs the
number of hsws 2D kernels on the concatenated affinities,
and the function f−1 : Rhq×wq×hsws → Rhqwq×hsws

re-
shapes a 3D affinity matrix back to a 2D representation. In
eq. (7), we can integrate two affinity matrices concerning
each query pixel’s spatial neighborhood defined in a 2D
kernel of the convolution function Conv.

Discussion. Two affinity matrices generated from ωN and
ωC are used to discover the semantically-related data yet
aware of the instance class in support. Since the affinities
derived from the two measurements may not be equally im-
portant, our fusion step concerns spatial data neighborhood
to employ convolution for learning the fusion.

Complete mechanism. The complete aggregating bilat-
eral attention mechanism enhances each feature of the query
Q as

zQi = xQ
i + ψ

(
softmax(A∗

i,j)θ(x
S
j )
)
, (8)

where i and j respectively denote each feature point fromQ
and S, A∗

i,j denotes the fused pairwise similarity between
xQ
i and xS

j , softmax normalizes the affinity values along
the dimension j, and ψ means a linear embedding function.
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5. Experiments
5.1. Datasets and metrics

Few-shot action localization. We follow the previous
methods [13, 44] to reconstruct the ActivityNet-1.3 video
dataset for evaluating the few-shot action localization mod-
els. The ActivityNet-1.3 dataset includes 14,950 annotated
videos of 200 action classes. Video sequences containing
multiple instances are decomposed into independent videos
of one instance according to methods [13, 44]. Those video
sequences with more than 768 frames are neglected, and
the rest video sequences are randomly selected concerning
action classes to obtain the training, validation, and test-
ing splits in the ratio of 80%, 10%, and 10%, respectively.
Experiments are conducted on the setting of one single in-
stance within the target untrimmed video. We then evalu-
ate a few-shot action localization model equipped with our
ABA mechanism with the mean Average Precision (mAP)
metric as [17]. Since most evaluations under some specific
overlap thresholds are unclear in [44], we report the mAP at
the overlap of 0.5, i.e., mAP@0.5 (%), on this task.

One-shot object detection. We evaluate models on two
standard datasets, PASCAL-VOC [11] and MSCOCO [30],
using the same settings as [5, 19, 28, 31]. In the
PASCAL-VOC dataset, we employ the ‘PASCAL-VOC
2007 train&val’ and ‘PASCAL-VOC 2012 train&val’ for
training and use the ‘PASCAL-VOC 2007 test’ for testing.
Following the same setting as methods [19, 48], we consider
the object classes to organize the PASCAL-VOC dataset.
For such a dataset of 20 object classes, we form the training
and testing split with ratios of 80% and 20%, respectively.
For the MS-COCO dataset, the model training employs the
‘train 2017’ split, and the model testing uses the ‘val 2017’
split. We obtain four groups to test the model’s general-
ity by separating the 80 object classes under criterion [48].
Three groups of 60 object classes serve as the training split
comprising seen classes, while the rest group of 20 object
classes is provided as the unseen testing split. We adopt the
CoAE [19] protocol to prepare the target-query image pairs;
readers are referred to [19] for data preparation details. In
evaluating phase, we report the averaged Average Precision
(AP) scores for the first five sampled query image patches
to ensure consistent statistics. Notice that in the MS-COCO
dataset, we follow previous methods to evaluate with the
metric AP50, i.e., AP with a fixed IoU threshold at 50%.

5.2. Implementation details

Few-shot action localization. We select the few-shot
common action localization ‘FSCAL’ [44]1 for directly re-
placing their non-local block with the proposed aggregating
bilateral attention mechanism. Since FSCAL is a non-local

1https://github.com/PengWan-Yang/commonLocalization

Measurements Affinity Matrices Fusion One-Shot Object Detection

ωN ωC Configurations cow sheep cat aero mAP

1 ✓ - n/a 84.7 68.7 79.1 51.7 71.1

2 - ✓ n/a 85.6 70.8 79.6 49.4 71.3

3 ✓ ✓ AN ⊙AC 83.4 68.7 78.4 48.5 69.7

4 ✓ ✓ σ(AN ⊙AC) 83.6 70.0 80.2 46.9 70.2

5 ✓ ✓ σ(AN )⊙ σ(AC) 82.7 69.4 79.5 50.0 70.4

6 ✓ ✓ Conv1×1(A
N∥AC) 83.5 69.5 76.5 46.7 69.1

7 ✓ ✓ f−1
(
Conv1×1

(
f(AN )∥f(AC)

))
84.7 70.9 80.8 53.5 72.5

8 ✓ ✓ f−1
(
Conv5×5

(
f(AN )∥f(AC)

))
83.9 70.2 81.8 51.4 71.8

9 ✓ ✓ f−1
(
Conv3×3

(
f(AN )∥f(AC)

))
84.0 73.4 81.8 53.6 73.2

Table 1: Ablation Study on one-shot object detection task
using PASCAL-VOC dataset in terms of AP score (%). The
three configuration sets of the affinity matrices fusion step
from top to bottom concern single affinity, naive affinity fu-
sion, and our affinity fusion. The kernel size within a con-
volution function Conv eq. (7) is denoted as its subscript.

block based approach, we denoted it as FSCAL (NLB). The
resulting model after the attention mechanism replacement,
i.e., ‘FSCAL (NLB-ABA),’ is optimized with Adam opti-
mizer initiated by a learning rate of 1e-5 with one NVIDIA
GTX 1080Ti GPU. We train ‘FSCAL (NLB-ABA)’ with
a batch size of 1 and then decay the learning rate to 1e-6
after 25K iterations over 40K iterations. For a fair compar-
ison, we use the same video encoder of the C3D backbone
[36] pre-trained on Sports-1M [26] in which the unseen-
class actions in the ActivityNet-1.3 dataset are excluded.
To retrieve a high-quality action proposal set, we employ
the R-C3D [42] to obtain various action proposals followed
by filtering out foreground-irrelative proposals with a con-
fidence score lower than 0.3. We keep 128 and 300 propos-
als after the non-maximum suppression for the training and
testing, respectively. The input features are altered with a
dimension reduction ratio of 8 in functions ρ, ϕ, and θ.

One-shot object detection. We select the one-shot object
detection models of ‘CoAE (NLB)’ [19]2 and ‘AIT (TF)’
[6]3 for directly replacing their non-local block and Trans-
former mechanism with the proposed ABA. The resulting
models, i.e., ‘CoAE (NLB-ABA)’ and ‘AIT (TF-ABA),’ are
optimized via an SGD optimizer with a momentum of 0.9
for ten epochs using four V100 GPUs in parallel. We train
‘CoAE (NLB-ABA)’ and ‘AIT (TF-ABA)’ with a batch size
of 32 and scale the learning rate, initiated at 0.01, by 0.1
degradedly for every four epochs. For a fair comparison
without foreseeing the unseen-class objects during the train-
ing, we exclude the PASCAL-VOC and MS-COCO related
classes in the dataset to get the reduced ImageNet. The re-
duced ImageNet has 933,052 images of 725 classes to train
the initial weight of the backbone. The input features have
a dimension reduction ratio of 2 in functions ρ, ϕ, and θ.

2https://github.com/timy90022/One-Shot-Object-Detection
3https://github.com/WOMMOW/AIT
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5.3. Ablation study

The experiment in this part compares different configura-
tions of the proposed aggregating bilateral attention for as-
sessing each component’s effectiveness. To analyze the pro-
posed aggregating bilateral attention mechanism, we take
the one-shot object detection model of CoAE [19] for equip-
ment with our ABA mechanism in this experiment. Table 1
summarizes the results of various configurations, including
single affinity, naive affinity fusion, and our affinity fusion.

Single affinity. Row 1 and row 2 in Table 1 show the re-
sults of replacing the dot-product within the non-local block
in the CoAE model, as shown in Figure 2 (a), with the pro-
posed affinity AN or AC , deriving from eq. (5) or eq. (6),
respectively. Compared with the baseline model, i.e., CoAE
using a typical NLB in Table 3, both affinities are able to
improve more 1.8% mAP scores over the unseen classes.

Naive affinity fusion. Row 3 to row 6 in Table 1 show the
various naive affinity fusion strategies, such as the element-
wise product (⊙), convolution (Conv1×1), and sigmoid ac-
tivation (σ). It shows that naively integrating the affinities
element-wise does not work for affinity fusion.

Our affinity fusion. In Table 1, row 7 to row 9 considers
the various kernel size of the convolution function (Conv)
in eq. (7). The results demonstrate that our affinity fu-
sion within the spatial domain can successfully integrate the
two affinities derived from the embedding norm and context
awareness. All the fusion of different kernels contributes
positively. According to the ablation study, we adopt a ker-
nel size of 3× 3 in the following experiments. The possible
reason for such a successful fusion is the spatial data neigh-
borhood represented on the spatial domain, enabling the fu-
sion mechanism to concern each query pixel’s affinity with
its neighbors’ affinities within the neighborhood defined by
the convolution Conv3×3 in eq. (7). As a result, the robust
affinity correlating query and support could be retrieved.

5.4. State-of-the-art comparison

The experiments here compare different methods tack-
ling the few-shot instance localization tasks to assess the ef-
ficacy of our ABA mechanism. Furthermore, we also com-
pare the model efficiency with three metrics and visualize
some examples to realize our model better.

Few-shot action localization. Table 2 shows the com-
parison results with the state-of-the-art methods on the
few-shot action localization task with the ActivityNet-1.3
dataset. The state-of-the-art methods in this comparison ex-
periment include Buch’s model [4], Hu’s model [23], Feng’s
model [13], FSCAL (NLB) [44], and Yang’s model [45].

Methods 1-shot 2-shot 3-shot 4-shot 5-shot

Buch’s model [4] - - - - 39.7

Hu’s model [23] 41.0 - - - 45.4

Feng’s model [13] 43.5 - - - -

FSCAL (NLB) [44] 53.1 53.8 54.9 55.4 56.5

Yang’s model [45] 57.5 - - - 60.6

FSCAL (NLB-ABA) 56.9 57.1 57.8 57.9 58.0

FSCAL (TF-1L-1H) 56.2 56.6 56.8 56.2 57.2

FSCAL (TF-6L-8H) 57.1 58.3 58.8 59.1 59.7

FSCAL (TF-1L-1H-ABA) 60.7 60.9 61.5 61.6 61.2

Table 2: State-of-the-Art Comparison on few-shot action
localization task using ActivityNet-1.3 dataset in terms of
mAP@0.5 score (%). ‘-’: not available.

We build the FSCAL (NLB-ABA) model after replacing the
within FSCAL (NLB) non-local block with our aggregating
bilateral attention mechanism. The results in Table 2 show
the consistent positive performance gains of FSCAL (NLB-
ABA) in 3.8%, 3.3%, 2.9%, 2.5%, and 1.5% mAP@0.5(%)
over five different shot settings compared to FSCAL (NLB).
While equipping the FSCAL with a typical six-layer-eight-
head Transformer, i.e., ‘FSCAL (TF-6L-8H)’, it can boost
the FSCAL (NLB) by 3.2% mAP@0.5 within the 5-shot
scenario. However, by replacing the Transformer’s inter-
attention module with our ABA, i.e., ‘FSCAL (TF-1L-1H-
ABA)’, we can boost the model again even with a simplified
Transformer merely leveraging one layer and one head.

One-shot object detection. Table 3 shows the compar-
ison results with the state-of-the-art one-shot object detec-
tion methods on the PASCAL-VOC dataset. The methods in
this experiment include SiamFC [5], SaimRPN [28], Comp-
Net [48], CoAE (NLB), and AIT (TF), where the CoAE
(NLB) is a non-local block based method and AIT (TF)
is a Transformer based one. The result in Table 3 shows
that ‘CoAE (NLB-ABA)’ gains clear improvement against
CoAE (NLB) for most object classes while replacing the
NLB with our ABA, demonstrating the ABA’s contribu-
tion. Surprisingly, ‘CoAE (NLB-ABA)’ shows better re-
sults than the transformer-based model, ‘AIT (TF).’ Replac-
ing the Transformer’s inter-attention module with our ABA,
i.e., ‘AIT (TF-ABA),’ can obtain the best performance.

Model efficiency. We employ the open-source tool4 to
evaluate the model efficiency. The evaluation metrics in-
clude the trainable parameters (Params), FLOPs, and com-
putational latency per video (Latency); the lower value per
metric means better model efficiency. Each query and sup-
port video is encoded with a C3D backbone using the input
resolution of 3× 768× 112× 112 and 3× 64× 112× 112,
respectively. The experiment is conducted upon FSCAL-

4https://github.com/Lyken17/pytorch-OpCounter
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Methods Seen class Unseen class
plant sofa tv car bottle boat chair person bus train horse bike dog bird mbike table mAP cow sheep cat aero mAP

SiamFC 3.2 22.8 5.0 16.7 0.5 8.1 1.2 4.2 22.2 22.6 35.4 14.2 25.8 11.7 19.7 27.8 15.1 6.8 2.28 31.6 12.4 13.3
SiamRPN 1.9 15.7 4.5 12.8 1.0 1.1 6.1 8.7 7.9 6.9 17.4 17.8 20.5 7.2 18.5 5.1 9.6 15.9 15.7 21.7 3.5 14.2
CompNet 28.4 41.5 65.0 66.4 37.1 49.8 16.2 31.7 69.7 73.1 75.6 71.6 61.4 52.3 63.4 39.8 52.7 75.3 60.0 47.9 25.3 52.1
CoAE (NLB) 43.9 59.7 72.0 74.5 53.6 64.6 21.7 68.8 85.2 86.3 82.1 80.7 85.1 75.0 77.4 61.1 68.2 84.3 69.8 83.2 49.9 71.8
AIT (TF) 47.7 62.7 71.9 76.1 51.8 63.5 31.5 70.3 84.0 87.2 81.2 80.8 84.5 72.2 78.7 62.8 69.2 86.6 74.3 83.7 47.7 73.1
CoAE (NLB-ABA) 46.7 66.6 72.7 73.3 53.7 65.3 25.5 70.9 84.4 86.1 84.2 78.1 84.9 76.3 76.8 60.4 69.1 86.3 72.1 84.6 55.7 74.6
CoAE (NLB) 39.3 53.3 72.9 70.8 49.7 60.7 16.6 65.1 82.3 85.4 79.0 75.8 79.1 71.8 74.0 56.8 64.5 85.0 69.1 78.7 44.4 69.3
CoAE (NLB-ABA) 48.5 65.5 73.8 76.5 51.2 60.5 26.6 67.4 85.1 86.6 81.1 77.8 82.5 71.3 73.3 59.1 67.9 84.0 73.4 81.8 53.6 73.2
AIT (TF) 46.4 60.5 68.0 73.6 49.0 65.1 26.6 68.2 82.6 85.4 82.9 77.1 82.7 71.8 75.1 60.0 67.2 85.5 72.8 80.4 50.2 72.2
AIT (TF-ABA) 51.3 68.6 76.9 78.0 55.3 64.5 34.5 69.9 85.0 83.7 83.8 81.9 83.9 71.1 77.3 66.1 70.7 84.6 74.5 81.8 53.1 73.5

Table 3: State-of-the-Art Comparison on one-shot object detection task using PASCAL-VOC dataset in terms of AP score
(%). The top method set is pre-trained on the 1000-class ImageNet dataset, yet the bottom method set is pre-trained on the
reduced 725-class ImageNet dataset to avoid foreseeing the unseen classes in testing. CoAE is a re-implementation version.

Methods Params (M) FLOPs (G) Latency (s)
FSCAL (NLB) [44] 5.254 1.614 0.712
FSCAL (TF-1L-1H) 22.964 2.976 0.755
FSCAL (TF-6L-8H) 220.355 18.166 0.826
FSCAL (NLB-ABA) 0.990 1.286 0.716

Table 4: Model Efficiency. Comparison of model effi-
ciency with the few-shot action localization method, FS-
CAL, equipping with typical non-local block, Transformer,
and our aggregating bilateral attention mechanism.

based models, where FSCAL employs the proposal subnet
of R-C3D for the proposal-level representation.

Table 4 shows the results among four FSCAL configura-
tions. The baseline model, i.e., ‘FSCAL (NLB),’ is the orig-
inal FSCAL model using NLB to capture long-range depen-
dency. Besides, we build ‘FSCAL (TF-1L-1H)’ and ‘FS-
CAL (TF-6L-8H)’ by replacing the FSCAL’s NLB with the
Transformer using one-layer-one-head and six-layer-eight-
head, respectively. More layers and heads bring higher
model complexities. The bottom row in table 4 shows the
efficiency of the FSCAL model while equipped with our
ABA mechanism. Notice that the metrics of Params and
FLOPs are estimated on merely the attention mechanism,
yet the Latency metric is estimated on the entire few-shot
action localization model. Since the attention block only oc-
cupies a small part of the entire model, our attention mech-
anism does not cause a great model latency reduction.

Visualization. Figure 3 visualizes the attention heat maps
in our aggregating bilateral attention mechanism and the
non-local block. The top two rows show that our ABA
mechanism retrieves better attention results than the non-
local block. In these two rows, the non-local block using
dot-product struggles to recall the regions hinted by the sup-
port image, i.e., bicycle or car. In contrast, our ABA mecha-
nism shows a more remarkable ability to recall these regions
of interest owing to the embedding norm better correlates
semantically-related object classes, such as person/bicycle
and traffic-sign/car. Our context awareness is designed to
retrieve the instance class concerning the salient instance in

context
awareness

embedding
normABAsupport

image
query 
 image NLB

Figure 3: Attention Heat Map Visualization. Columns
from left to right show the inputs and attention heat maps.

the support, hence making more attention to the bicycle and
car. The bottom row shows that non-local block can focus
on the correct regions of the person, yet our ABA completes
the regions of the person and partial semantically-related
regions of cars. Please refer to supplementary material for
more experimental results.

6. Conclusions
This paper points out the issues of sparse attention and

high computational cost existing in the previous models. To
alleviate these issues, we propose aggregating bilateral at-
tention concerning the embedding norm and context aware-
ness. The former affinity discovers the semantically-related
data with minor similarities, and the latter affinity corre-
lates the query data and support regions by focusing on the
salient instance depicted in the support. Such an attention
mechanism is lightweight and easily integrated into existing
models. The experimental results demonstrate the effective-
ness and efficiency of our ABA mechanism, which helps ex-
isting few-shot instance localization models by raising their
localization recall to achieve superior performances.
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