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Figure 1. First two columns: Overlay inputs and ground truth frame. Middle two columns: Motion field (from first to second frame)
by PWC-Net [32] and corresponding interpolation. PWC-Net is end-to-end trained with our frame synthesis network. Last two columns:
Motion field and interpolated frame by our bi-directional motion estimator (15x smaller than PWC-Net) and synthesis network.

Abstract

We propose a simple yet effective algorithm for motion-
based video frame interpolation. Existing motion-based in-
terpolation methods typically rely on an off-the-shelf optical
flow model or a U-Net based pyramid network for motion
estimation, which either suffer from large model size or lim-
ited capacity in handling various challenging motion cases.
In this work, we present a novel compact model to simul-
taneously estimate the bi-directional motions between input
frames. It is designed by carefully adapting the ingredi-
ents (e.g., warping, correlation) in optical flow research for
simultaneous bi-directional motion estimation within a flex-
ible pyramid recurrent framework. Our motion estimator is
extremely lightweight (15x smaller than PWC-Net), yet en-
ables reliable handling of large and complex motion cases.
Based on estimated bi-directional motions, we employ a
synthesis network to fuse forward-warped representations
and predict the intermediate frame. Our method achieves
excellent performance on a broad range of frame interpola-
tion benchmarks. Code and trained models are available at
https://github.com/srcn-ivl/EBME.

1. Introduction
Video frame interpolation aims to increase the frame rate

of videos, by synthesizing non-existent intermediate frames
between original successive frames. Increasing frame rate
is beneficial for human perception [13], and has wide appli-
cations in novel view synthesis [7], video compression [19],

adaptive streaming [34], etc.
The key challenge for frame interpolation is the possible

complex, large motions between input frames and interme-
diate frame. Based on whether a motion model is employed
to capture the per-pixel motion (i.e., optical flow) between
frames, existing methods can be classified into two cate-
gories: motion-agnostic methods [25, 22, 5, 6], and motion-
based methods [12, 17, 23, 3, 24, 26, 27, 20]. With recent
advances in optical flow [11, 9, 32, 33], motion-based inter-
polation has developed into a promising framework.

Motion-based interpolation involves two steps: (i) mo-
tion estimation, and (ii) frame synthesis. Motion field is
estimated to guide the synthesis of intermediate frame, by
forward-warping [23, 24] or backward-warping [12, 27, 30]
input frames towards intermediate frame. Forward-warping
is guided by motion from input frames to intermediate
frame, while backward-warping requires motion in reversed
direction. In particular, when the bi-directional motions be-
tween input frames have been estimated, the motions from
input frames to arbitrary intermediate frame required by
forward-warping, can be easily approximated by linearly
scaling the motion magnitude [23, 24].

Bi-directional motion estimation is a crucial step for
most motion-based interpolation methods [23, 24, 12, 2,
30]. Many of existing methods [23, 2, 24] employ an off-
the-shelf optical flow model (e.g., PWC-Net [32]) for bi-
directional motions, which however suffer from large model
size, need to run the model twice, and can hardly han-
dle extreme large motion beyond the training data. Re-
cently, a BiOF-I module [30] is proposed for simultane-
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Figure 2. Visual comparisons between PWC-Net [32], BiOF-
I [30], and our motion estimator, when combined with our syn-
thesis network for frame interpolation. BiOF-I fails to capture the
motion of fingers, due to the lack of correlation volume.

ous bi-directional motion estimation. It is based on a flex-
ible pyramid recurrent structure, which enables customiz-
able pyramid levels in testing to handle large motions. At
each pyramid level, BiOF-I uses current motion estimate to
backward-warp the features of both input frames towards
each other, and employs a shared plain U-Net to refine cur-
rent motion. However, U-Net is over-simplified for optical
flow, due to the lack of correlation volume, which is a vital
ingredient in modern optical flow models [32, 33].

In this work, we present a simple but effective algorithm
for frame interpolation. Our main contribution is a novel
bi-directional motion estimator. Cast in a flexible pyra-
mid recurrent framework, we adapt the ingredients (e.g.,
warping, correlation) in optical flow research to simulta-
neously estimate the bi-directional motions between input
frames. In particular, at each pyramid level, we forward-
warp both input frames towards a hidden middle frame.
This middle-oriented forward-warping improves robustness
against large motion, and allows us to construct a single
correlation volume for simultaneous bi-directional motion
estimation. Based estimated bi-directional motions, we
forward-warp input frames and their context features to in-
termediate frame, and employ a synthesis network to predict
the intermediate frame from warped representations.

Our bi-directional motion estimator enables better inter-
polation performance than its single-directional counterpart
which needs to run twice. It is 15x smaller than PWC-
Net [32], yet can better handle large motion cases and pro-
duce better interpolation result (see Figure 1). Compared to
BiOF-I [30], our motion estimator can capture the motion
of fast-moving small objects, giving better interpolation for

local details (see Figure 2).
We conduct extensive experiments to verify the ef-

fectiveness of our interpolation method named EBME –
Enhanced Bi-directional Motion Estimation for frame in-
terpolation. Despite its small model size, EBME per-
forms favorably against state-of-the-art methods on a broad
range of benchmarks, from low resolution UCF101 [31],
Vimeo90K [35], to moderate-resolution SNU-FILM [6] and
extremely high-resolution 4K1000FPS [30].

2. Related Work
Optical flow and correlation volume. Optical flow is a
low-level vision task that aims to estimate the per-pixel mo-
tion between successive frames. Modern optical flow mod-
els [32, 10, 33] follow similar design philosophy: extract
CNN features for both input frames, construct correlation
volume with CNN features, and update the flow field upon
a pyramid structure [32] or at fixed high resolution [33].

Correlation volume, which stores the matching scores
between the pixels of two frames, is a discriminative rep-
resentation for optical flow. Before constructing correlation
volume, backward-warping is typically employed to align
the second frame to the first frame to compensate for es-
timated motion. With the warping operation (and down-
sampled features), a partial correlation volume with limited
matching range is sufficient for optical flow estimation [32].

Off-the-shelf flow models for frame interpolation.
PWC-Net [32] and RAFT [33] are two representative mod-
ern optical flow models. In particular, PWC-Net has been
widely adopted in frame interpolation to estimate the bi-
directional motions by running twice [2, 23, 24]. PWC-Net
builds a 6-level feature pyramids to handle large motion.
At each level, it uses current motion estimate to backward-
warp the feature of second frame to the first frame, con-
structs a correlation volume with warped feature and the
feature of first frame, and then infers a refined motion from
correlation-injected representation.

Off-the-shelf optical flow models have two disadvan-
tages when applied for frame interpolation. First, they typi-
cally have a large number of parameters. Second, when end-
to-end trained with a synthesis network for frame interpola-
tion, they are prone to overfit the motion magnitude of train-
ing data. Our bi-directional motion estimator borrows some
designs from modern optical flow models, but is much more
lightweight, robust to large motion, and specially-optimized
for simultaneous bi-directional motion estimation.

U-Net motion estimator for frame interpolation. U-
Net [29] provides a powerful framework for dense predic-
tion tasks. In recent years, U-Net and U-Net based pyramid
networks have been adopted to estimate bi-directional mo-
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Figure 3. Overview of our frame interpolation pipeline. (a) We repeatedly apply a novel recurrent unit across image pyramids to refine
estimated bi-directional motions between input frames. The recurrent unit is integrated with middle-oriented forward-warping, lightweight
feature encoder, and a single correlation volume for simultaneous bi-directional motion estimation. (b) Based on estimated bi-directional
motions, we forward-warp input frames and their context features, and employ synthesis network to predict the intermediate frame.

tions [12, 30] or bilateral intermediate motions [36, 8] for
frame interpolation.

However, due to the lack of correlation-based represen-
tations, these models suffer from limited capacity in han-
dling challenge motions (e.g., local complex motion, small
fast-moving objects). In addition, analogous to off-the-shelf
optical flow models, plain U-Net has difficulty in estimating
extreme large motion beyond the training data.

Flexible pyramid recurrent motion estimator. With re-
current design for both feature encoder and motion updater,
recently proposed pyramid recurrent motion estimators can
flexibly handle extreme large motion cases [36, 30, 15].
Since the recurrent unit (base estimator) can be applied on
pyramid structure for multiple times, using a larger num-
ber of pyramid levels in testing can handle larger motions
beyond the training phase.

The BiOF-I module [30] combines U-Net and pyramid
recurrent structure for simultaneous bi-directional motion
estimation. While BiOF-I enables excellent high-resolution
frame interpolation1, its U-Net based recurrent unit is over-
simplified to handle challenging motion cases. Lee et
al. [15] proposed Enhanced Correlation Matching (ECM)
within a pyramid recurrent network. However, it is not de-
signed for simultaneous bi-directional motion estimation.
Furthermore, BiOF-I backward-warps input frames towards
each other and ECM forward-warps one input frame to-
wards another. Both warping strategies are not optimal in
case of large motions, based on our experiments.

Forward-warping for frame interpolation. Compared
to backward-warping, the motion field required by forward-
warping is easier to acquire, and thus enables simpler

1This is achieved by training on 4K dataset, and combining extra
module to approximate the bilateral intermediate motions for backward-
warping based frame synthesis.

pipeline for frame interpolation. However, forward-warping
is less adopted for frame interpolation, partially because it
may lead to holes in warped output. Niklaus and Liu [23]
demonstrated that this issue may be remedied by warping
both input frames. The holes in one warped frame can be
filled by the context information from anther warped frame.
Another limitation of forward-warping is that multiple pix-
els in source image may be mapped to the same target lo-
cation. To solve this, softmax splatting [24] is developed to
adaptively assigns weights to conflicted pixels.

With recent advances in forward-warping, we employ
forward-warping for both motion estimation and frame syn-
thesis. In particular, we use the average splatting opera-
tion in [24] as forward-warping, which directly averages the
conflicted pixels to generate the pixel in target position. Av-
erage splatting is simpler than softmax splatting operation
which relies on a confidence map.

3. Our Approach
3.1. Overview of the Pipeline

As shown in Figure 3, our frame interpolation pipeline
involves two steps: (a) bi-directional motion estimation,
and (b) frame synthesis. Our main innovation is the bi-
directional motion estimator.

Formally, given two input frames I0 and I1, our goal is
to predict the intermediate frame It at arbitrary time t ∈
(0, 1). Firstly, we employ our novel bi-directional motion
estimator to calculate the motion F0→1 and F1→0 between
I0 and I1, and linearly scale them to obtain F0→t and F1→t,
i.e., the motion from I0 and I1 to It:

F0→t = t · F0→1

F1→t = (1− t) · F1→0

(1)

With F0→t and F1→t, we forward-warp input frames and
their context features, and feed warped representations into
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a synthesis network to predict It. The synthesis network
outputs a mask M for combining the warped frames, and a
residual image ∆It for further refinement.

It=M⊙
→
W(I0, F0→t) + (1−M)⊙

→
W(I1, F1→t) + ∆It (2)

where ⊙ denotes element-wise multiplication,
→
W denotes

the forward-warping operation (average splatting [24]).
In testing, our bi-directional motion estimator can oper-

ate on flexible customizable image pyramids to handle large
motion. Since motion magnitude scales with resolution, we
suggest a simple method to calculate the number of pyramid
levels in testing. Assume that the number of pyramid lev-
els in training is Ltrain, and the averaged width (or height)
of test images is n times of training images. Then, we can
calculate the number of test pyramid levels as follows.

Ltest = ceil(Ltrain + log2n) (3)

where ceil() rounds up a float number to get an integer.

3.2. Bi-directional Motion Estimation

Pyramid recurrent framework and recurrent unit. As
shown in Figure 3 (a), the macro structure of our bi-
directional motion estimator is a pyramid recurrent net-
work. Given two input frames, we firstly construct image
pyramids for them, then repeatedly apply a novel recur-
rent unit across the pyramid levels to refine estimated bi-
directional motions from coarse-to-fine.

At each pyramid level, we first up-sample the estimated
bi-directional motions from previous level as initial mo-
tion (zero initialization for the top level). Based on scaled
initial motion, we forward-warp both input frames to a
hidden middle frame. Then, we employ an extremely
lightweight feature encoder to extract CNN features for
both warped frames. Lastly, we construct a correlation vol-
ume with CNN features of warped frames, and estimate the
bi-directional motions from correlation injected features.

In the following, we detail the three key components
involved in our recurrent unit: middle-oriented forward-
warping, extremely lightweight feature encoder, and cor-
relation based bi-directional motion estimation.

Middle-oriented forward-warping. Warping both input
frames towards each other is a natural idea for simultane-
ous bi-directional motion estimation [30]. However, this
comes with two disadvantages. First, it may lead to serious
artifacts in warped output in case of large motions (see Fig-
ure 4 (d) and (e)). Second, two (rather than one) correlation
volumes are required to record the matching scores between
two original frames and the frames warped towards them.

Considering these, at i-th pyramid level, we firstly
forward-warp both input frames Ii0 and Ii1 towards a hidden
middle frame Ii0.5, using linearly-scaled motions that have

(a) Overlay inputs (b) Motion from 𝐼0 to 𝐼1

(d) forward-warped 𝐼0 (f) Our warped 𝑰𝟎

(c) Motion from 𝐼1 to 𝐼0

(e) backward-warped 𝐼0

Figure 4. Comparisons of different warping strategies in cases of
large motion. Our middle-oriented forward-warping can reduce
the possible artifacts caused by warping, as it uses linearly-scaled
motion that has smaller magnitude.

smaller magnitude than initial motions. Due to reduced mo-
tion magnitude, our middle-oriented forward-warping has
the chance to reduce the impacts of possible artifacts caused
by warping (see Figure 4 (f)). Furthermore, warping both
input frames to a hidden frame allows us to construct a sin-
gle correlation volume for simultaneous bi-directional mo-
tion estimation.

Extremely lightweight feature encoder. Pyramidal opti-
cal flow models like PWC-Net [32] typically require a fea-
ture encoder with many down-sampling layers to construct
feature pyramids. To handle large motion, PWC-Net em-
ploys a feature encoder of 6 down-sampling layers.

Our motion estimator handles large motion by customiz-
ing the number of pyramid levels of outer image pyramids.
Thus, the feature encoder involved in inner recurrent unit
does not need many down-sampling layers. We employ an
extremely lightweight feature encoder with only two down-
sampling layers to extract CNN features for both warped
frames. It has only about 0.1 M parameters, while PWC-
Net’s feature encoder has 1.7 M parameters.

Correlation-based bi-directional motion estimation.
Existing works construct a correlation volume between one
original frame and another frame warped towards it to es-
timate single-directional motion between input frames [32,
15]. While for simultaneous bi-directional motion estima-
tion, two correlation volumes are required, if input frames
are warped towards each other.

Instead, we construct a single correlation volume for si-
multaneous bi-directional motion estimation, using CNN
features of both warped frames that have compensated for
estimated bi-directional motions. Following PWC-Net [32],
we set the local search range on the feature map of the sec-
ond warped frame as 4. We concatenate the correlation vol-
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ume, CNN features, and up-sampled bi-directional motions
to form input features, and use a 6-layer convolutional net-
work to predict the bi-directional motions. Since our feature
encoder has two down-sampling layers, the estimated mo-
tion is at 1/4 resolution of the input frame. We use bi-linear
interpolation to up-scale the motion to original scale.

3.3. Frame Synthesis

Based on estimated bi-directional motions, we employ
a synthesis network to predict the intermediate frame from
forward-warped representations.

A simple baseline synthesis network. Our synthesis net-
work follows the design of previous context-aware synthe-
sis networks [24, 8], which take both warped frames and
warped context features as input. We extract 4-level pyra-
mid context features for both input frames.

We employ a simple U-Net as our synthesis net-
work, which has four down-sampling layers, and four up-
sampling layers. It takes warped frames, warped context
features, original images, and bi-directional motions as in-
put, and outputs a mask M for combining the warped
frames, and a residual image ∆It for further refinement (see
Equation 2). We refer to this synthesis network as our base
synthesis network.

High-resolution synthesis with convex down-sampling.
Higher resolution input often has advantages for dense pre-
diction tasks [28, 16]. We verify this for frame synthesis.
Specifically, we up-sample the input frames and estimated
bi-directional motions to 2x resolution, feed them to our
synthesis network, and obtain a 2x resolution interpolation.
To recover the original scale, we add a lightweight head to
our synthesis network to predict 5×5 dynamic filters for the
pixels with stride 2 on the 2x resolution interpolation. These
filters allow us to take a convex weighted combination over
5 × 5 neighborhoods on the 2x resolution interpolation to
predict each pixel of the target frame of original scale.

This convex down-sampling strategy achieves better per-
formance than bi-linear down-sampling, 0.1 dB improve-
ment on the “extreme” subset of SNU-FILM [6]. We refer
to this structure as high-resolution synthesis network.

3.4. Architecture Variants

We name our frame interpolation method as EBME –
Enhanced Bi-directional Motion Estimation for frame in-
terpolation. We construct three versions of EBME, with al-
most the same model size but increased computational cost:

• EBME: It combines our bi-directional motion estima-
tor with the base version of synthesis network.

• EBME-H: It combines our motion estimator with the
high-resolution version of synthesis network.

• EBME-H∗: It uses the test-time augmentation (refer to
Section 3.5) with EBME-H, which doubles the com-
putational cost but further improves performance.

3.5. Implementation Details

Loss function. For fair comparisons with recent works,
all models are trained only with the synthesis loss, with-
out auxiliary supervision for motion. Our loss is weighted
sum of Charbonnier loss [4] and census loss [21] between
ground truth IGT

t and our interpolation It:

L = ρ(IGT
t − It) + λ · Lcen(I

GT
t , It), (4)

where ρ(x) = (x2+ ϵ2)α is the Charbonnier function, Lcen

is the census loss, and λ is a trade-off hyper-parameter. We
empirically set α = 0.5, ϵ = 10−6, λ = 0.1.

Training dataset. We train our model on the Vimeo90K
dataset [35]. Vimeo90K contains 51,312 triplets with reso-
lution of 448 × 256 for training. We augment the training
images by randomly cropping 256 × 256 patches. We also
apply random flipping, rotating, reversing the order of the
triplets for data augmentation.

Optimization. Our optimizer is AdamW [18] with weight
decay 10−4 for 0.8 M iterations, using a batch size of 32.
We gradually reduce the learning rate during training from
2× 10−4 to 2× 10−5 using cosine annealing.

Test-time augmentation. We verify a practice strategy
described in [8]. We flip the input frames horizontally and
vertically to get augmented test data, and use our model to
infer two results and reverse the flipping. A more robust
prediction can be obtained by averaging these two results.

4. Experiments
4.1. Experiment Settings

Evaluation datasets. While our method is trained only on
Vimeo90K [35], we evaluate it on a broad range of bench-
marks with different resolutions.

• UCF101 [31]: The test set of UCF101 contains 379
triplets with a resolution of 256×256. UCF101 con-
tains a large variety of human actions.

• Vimeo90K [35]: The test set of Vimeo90K contains
3,782 triplets with a resolution of 448×256.

• SNU-FILM [6]: This dataset contains 1,240 triplets,
and most of them are of the resolution around
1280×720. It contains four subsets with increasing
motion scales – easy, medium, hard, and extreme.

• 4K1000FPS [30]: This is a 4K resolution benchmark
that supports multi-frame (×8) interpolation.
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methods UCF101 Vimeo90K SNU-FILM parameters runtime
easy medium hard extreme (millions) (seconds)

DAIN [2] 34.99/0.968 34.71/0.976 39.73/0.990 35.46/0.978 30.17/0.934 25.09/0.858 24.0 0.15
CAIN [6] 34.91/0.969 34.65/0.973 39.89/0.990 35.61/0.978 29.90/0.929 24.78/0.851 42.8 0.04
SoftSplat [24] 35.39/0.952 36.10/0.970 - - - - - -
AdaCoF [14] 34.90/0.968 34.47/0.973 39.80/0.990 35.05/0.975 29.46/0.924 24.31/0.844 22.9 0.03
BMBC [26] 35.15/0.969 35.01/0.976 39.90/0.990 35.31/0.977 29.33/0.927 23.92/0.843 11.0 0.82
ABME [27] 35.38/0.970 36.18/0.981 39.59/0.990 35.77/0.979 30.58/0.936 25.42/0.864 18.1 0.28
XVFIv [30] 35.18/0.952 35.07/0.968 39.78/0.984 35.37/0.964 29.91/0.894 24.73/0.778 5.5 0.10
ECMv [15] 34.97/0.951 34.95/0.975 - - - - 4.7 -
EBME (ours) 35.30/0.969 35.58/0.978 40.01/0.991 35.80/0.979 30.42/0.935 25.25/0.861 3.9 0.02
EBME-H (ours) 35.35/0.969 36.06/0.980 40.20/0.991 36.00/0.980 30.54/0.936 25.30/0.862 3.9 0.04
EBME-H∗ (ours) 35.41/0.970 36.19/0.981 40.28/0.991 36.07/0.980 30.64/0.937 25.40/0.863 3.9 0.08
Table 1. Qualitative (PSNR/SSIM) comparisons to state-of-the-art methods on UCF101 [31], Vimeo90K [35] and SNU-FILM [6] bench-
marks. RED: best performance, BLUE: second best performance.

Overlay inputs Ground truth CAIN AdaCoF ABME Our EBME Our EBME-H

Figure 5. Visual comparisons on two examples from the “extreme” subset of SNU-FILM [6]. The first two rows show the synthesis results
for detailed textures, while the last two rows demonstrate the results with complex and large motion.

Metrics. We calculate peak signal-to-noise ratio (PSNR)
and structure similarity (SSIM) for quantitative evaluation
of interpolation. For the running time, we follow the prac-
tice of [27], and test all models with a RTX 2080 Ti GPU for
interpolating the “Urban” sequence in Middle-bury bench-
mark [1], which has a resolution of 640× 480.

Customized number of pyramid levels. We use 3-
level image pyramids when training on low-resolution
Vimeo90K [35]. For benchmark datasets, UCF101 [31] has
similar resolution with Vimeo90K, SNU-FILM has a reso-
lution of about 720p, and 4K1000FPS has a resolution of
4K. Based on our suggested calculation method by Equa-
tion 3, we set the test pyramid levels for UCF-101, SNU-
FILM and 4K1000FPS as 3, 5 and 7, respectively.

4.2. Comparisons with State-of-the-art Methods

We compare with state-of-the-art methods, including
DAIN [2], CAIN [6], SoftSplat [24], AdaCoF [14],
BMBC [26], ABME [27], XVFI [30], and ECM [15]. We
report their results by executing the source code and trained
models, except for SoftSplat and ECM which have not re-
leased the full code. For SoftSplat and ECM, we copy the
results from original paper. To test XVFIv on SNU-FILM,
we adjust the number of scale levels so that it has the same
down-sampling factor with our motion estimator.

Parameter and inference efficiency. As shown the last
two columns in Table 1, our frame interpolation algorithm
has much less parameters than state-of-the-art methods and
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Ground truth Our EBME-HXVFI Our EBMEOverlay inputs (4096x2160)

Figure 6. Visual comparisons on 4K1000FPS [30]. XVFI [30] trends to miss the moving small objects, while our EBME-H gives interpo-
lation results close to the ground truth.

methods arbitrary reuse flow 4K1000FPS
PSNR SSIM

DAIN [2] ✓ ✓ 26.78 0.807
AdaCoF [14] × × 23.90 0.727
ABME [27] ✓ × 30.16 0.879
XVFI [30] ✓ partial 30.12 0.870
EBME (ours) ✓ ✓ 27.86 0.881
EBME-H (ours) ✓ ✓ 28.72 0.889
EBME-H∗ (ours) ✓ ✓ 29.46 0.902
Table 2. Comparisons on 4K1000FPS [35] for 8x interpolation.

runs very fast. In particular, due to the macro recurrent de-
sign and the lightweight feature encoder, our bi-directional
motion estimator only has about 0.6 M parameters.

Low and moderate resolution frame interpolation. Ta-
ble 1 reports the comparison results on low-resolution
UCF101 and Vimeo90K datasets. Our EBME-H∗ achieves
best performance on both benchmarks. Our EBME also
outperforms many state-of-the-art models including DAIN,
CAIN, AdaCoF, BMBC, XVFIv , and ECM.

Table 1 also reports the comparison results on SNU-
FILM. Our EBME-H and EBME-H∗ perform similar with
ABME [27] on the “hard” and “extreme” subsets, but have
better performance on the “easy” and “medium” subsets. It
is worth noting that our models are about 4.5x smaller than
ABME, and run much faster.

Figure 5 gives two examples from the “extreme” sub-
set from SNU-FILM. Our methods produce better interpo-
lation results than ABME for some detailed textures (first
two rows), and give promising results for large motion cases
(last two rows), much better than CAIN and AdaCoF, and
sightly better than ABME.

4K resolution multiple frame interpolation. Table 2
reports the 8x interpolation results on 4K1000FPS. Our
method achieves the best performance by SSIM, but slight
inferior results to ABME and XVFI by PSNR. Note that
XVFI is trained on 4K high-resolution data, while other
models are trained on low-resolution data. Our method
supports arbitrary-time frame interpolation, and can fully
re-use estimated bi-directional motions when interpolating
multiple intermediate frames at different time positions. By
contrast, while XVFI [30] can reuse the bi-directional mo-
tions, it must refine the approximated intermediate flow
with an extra network at each time position.

Figure 6 shows two interpolation examples. Our meth-
ods give better performance for moving small objects. The
U-Net based pyramid motion estimator in XVFI might have
difficulty in capturing the motion of extreme small objects.

4.3. Analysis of Our Motion Estimator

We present analysis of our motion estimator on the
“hard” and “extreme” subsets of SNU-FILM [6], which
contain various challenging motion cases.

Design Choices of Motion Estimator. In Table 3, we re-
port the ablation results for the design choices of our bi-
directional motions estimator.

• Simultaneous bi-directional estimation: Our bi-
directional motion estimator performs better than its
single-directional counterpart that forward-warps the
first frame to the second and constructs a correla-
tion volume with warped frame and second frame.
We run the single-directional counterpart twice to ob-
tain bi-directional motions. We verify that simultane-
ous bi-directional motion estimation can improve per-
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experiments methods SNU-FILM (PSNR ↑)
hard extreme

bi-directional simultaneous 30.42 25.25
single-direction 30.19 25.12

warping type
forward 30.36 25.21

middle-forward 30.42 25.25
backward 30.28 25.11

feature encoder
1-stage 30.36 25.20
2-stage 30.42 25.25
3-stage 30.26 25.15

correlation without 30.29 25.17
with 30.42 25.25

test pyramid

3-level 30.15 24.80
4-level 30.42 25.20
5-level 30.42 25.25
6-level 30.40 25.22

Table 3. Impacts of the design choices of our bi-directional mo-
tion estimator, integrated with base synthesis network for frame
interpolation. Default settings are marked in gray .

Overlay inputs Motion w/o correlation

InterpolationGround truth Interpolation

Motion w/ correlation

Figure 7. Without correlation volume, our estimator may fail to es-
timate complex motion, and lead to artifacts on interpolated frame.

formance, and our middle-oriented warping also im-
proves robustness against large motion.

• Warping type: Our middle-oriented forward-warping
(denoted as “middle-forward”) achieves better perfor-
mance than forward-warping and backward-warping
that align input frames towards each other. Note that
aligning input frames to each other needs to build two
correlation volumes for the original two frames and
warped frames, while our warping method enables the
building of single correlation volume.

• Feature encoder: We investigate three settings for our
feature encoder: one convolutional stage of 9 layers;
two-stage with 3 layers for first stage, and 6 layers for
second stage; three-stage with 3 layers for each stage.
We double the number of filters with down-sampling

experiments methods SNU-FILM (PSNR ↑) param.
hard extreme (M)

warp approx.
PWC-Net 28.37 23.59 9.4

BiOF-I 28.13 23.68 2.6
Ours 28.62 24.00 0.6

full pipeline
PWC-Net 30.04 24.53 12.7

BiOF-I 30.03 24.80 5.9
Ours 30.42 25.25 3.9

Table 4. Quantitative results of frame interpolation, enabled by
PWC-Net [32], BiOF-I [30], and our motion estimator.

layers. More down-sampling layers might be benefi-
cial for large motion, but may lead to rough estimate.
Two-stage feature encoder achieves the best trade-off.

• Correlation volume: Removing correlation volume
from our motion model leads to inferior quantitative
results. Furthermore, as shown in Figure 7, without a
correlation volume, our estimator may have difficulty
in estimating complex nonlinear motions, and lead to
blurry artifacts in local regions.

• Test pyramid level: A 5-level image pyramid achieves
good performance on the “extreme” subset. Further
increasing pyramid level does not lead to better re-
sults. This is consistent with our suggested calculation
method described by Equation 3.

Motion Quality Comparison. We compare our bi-
directional motion estimator with PWC-Net [32] and BiOF-
I [30] for frame interpolation. We end-to-end train PWC-
Net and BiOF-I from scratch with our basic synthesis net-
work. We adjust the number of scale levels for BiOF-I
so that it has the same down-sampling factor with our bi-
directional motion estimator when testing on SNU-FILM.

We compare motion estimators for frame interpolation
from two aspects: interpolation by averaging two forward-
warped frames, and interpolation by our full pipeline. As
shown in Table 4, our motion estimator enables much better
interpolation results on the “extreme” subset. In addition, it
is much smaller in size than PWC-Net and BiOF-I.

5. Conclusion

This work presented a lightweight yet effective frame in-
terpolation algorithm, based on a novel bi-directional mo-
tion estimator. Our method achieved excellent performance
on various frame interpolation benchmarks. This work aims
at motion-based frame interpolation, and does not pursue
the motion accuracy on optical flow benchmarks. In the
future, we will verify the effectiveness of our lightweight
motion estimator for general-purpose optical flow.
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