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Abstract

Previous video-based human pose estimation methods
have shown promising results by leveraging aggregated fea-
tures of consecutive frames. However, most approaches
compromise accuracy to mitigate jitter or do not sufficiently
comprehend the temporal aspects of human motion. Fur-
thermore, occlusion increases uncertainty between consec-
utive frames, which results in unsmooth results. To ad-
dress these issues, we design an architecture that exploits
the keypoint kinematic features with the following compo-
nents. First, we effectively capture the temporal features by
leveraging individual keypoint’s velocity and acceleration.
Second, the proposed hierarchical transformer encoder ag-
gregates spatio-temporal dependencies and refines the 2D
or 3D input pose estimated from existing estimators. Fi-
nally, we provide an online cross-supervision between the
refined input pose generated from the encoder and the fi-
nal pose from our decoder to enable joint optimization. We
demonstrate comprehensive results and validate the effec-
tiveness of our model in various tasks: 2D pose estimation,
3D pose estimation, body mesh recovery, and sparsely an-
notated multi-human pose estimation. Our code is available
at https://github.com/KyungMinJin/HANet.

1. Introduction

Human pose estimation, estimating each keypoint loca-
tion from images, has long been studied in the computer
vision field. It has been extended from identifying a per-
son’s location to action understanding [8, 20, 45, 1, 43, 42]
or manipulating various computer interfaces with human
movements, thereby becoming a core technology for vari-
ous applications. In addition, with the advent of deep learn-
ing, it became possible to locate each keypoint robustly, and
methods [44, 56, 6, 10, 12, 53, 23] have shown remark-
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Figure 1. The overview of HANet with keypoint kinematic fea-
tures. First, we compute flow as a weighted sum of keypoint coor-
dinates from current, previous, and next frames and hierarchically
encode the temporal features of body motion. In addition, we fur-
ther consider velocity v and acceleration a from consecutive key-
point coordinates as supplement input of the decoder.

able results. However, existing methods still fail to address
highly-occluded cases, such as the presence of multiple per-
sons or motion blur where certain body parts move quickly.
Thus, their results include high-frequency jitters.

We found two significant issues in pose estimation for
video. First, the large positional difference between consec-
utive frames’ poses shares less visual similarity, resulting in
high-frequency jitters. Second, occluded or blurred regions
bring spatial ambiguities that significantly drop model per-
formance, and make the task more challenging.

Existing methods [33, 58, 55, 34, 18, 40] tend to fo-
cus on one of the issues instead of both; reducing jitter
by focusing on the temporal aspect or addressing occlu-
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sion by increasing the model complexity to capture spa-
tial features well. In video-based pose estimation, exist-
ing methods typically use recurrent neural networks (RNN)
[33], 3D convolutional neural networks (3D CNN) [49], and
transformers [58, 55, 34, 18] to exploit temporal features.
However, they show limitations where an input video in-
cludes severe occlusion or motion blur. Although there are
methods [31, 5, 49, 40, 39] using 2D CNN to store spatio-
temporal dependencies within parameters, they do not accu-
rately comprehend the temporal features of human motion.

In this paper, we propose a novel architecture named
HANet (Kinematic-aware Hierarchical Attention Network)
that accurately refines human poses in video. We intro-
duce a hierarchical network that effectively addresses jit-
ter and occlusion by exploiting keypoints’ movement, as
shown in Fig. 1. First, we compute each keypoint’s kine-
matic features: flow (the track of keypoint movement), ve-
locity, and acceleration. Through these features, our frame-
work kinematically learns the temporal aspect of keypoints
to focus on frequently occluded or fast-moving body parts
such as wrists and ankles. Second, the proposed hierar-
chical encoder projects multi-scale feature maps by expo-
nentially increasing the number of channels and captures
spatio-temporal features. We embed multi-scale feature
maps to generate positional offsets which we add to refine
input poses, estimated by off-the-shelf methods. Then, our
decoder processes the refined input poses with keypoint ve-
locity and acceleration to estimate the final poses. Lastly,
we provide a cross-supervision that cooperatively optimizes
refined input poses and final poses by choosing an online
learning target along their training losses. Through this
work, our method significantly reduces jitter and becomes
robust to occlusion while improving performance. In sum-
mary, our main contributions are as follows:

• We propose a novel approach HANet using keypoint
kinematic features, following the laws of physics. Our
method effectively mitigates jitter and becomes robust
to occlusion with these proposed features.

• We propose a hierarchical transformer encoder that in-
corporates multi-scale spatio-temporal attention. We
leverage all layers’ multi-scale attention maps and im-
prove performance on sparse supervision.

• We propose online mutual learning that enables joint
optimization of refined input poses and final poses by
selecting online targets along their training losses.

• We conduct extensive experiments and demonstrate
our framework’s applicability on various tasks: 2D and
3D pose estimation, body mesh recovery, and sparsely-
annotated multi-human 2D pose estimation.

2. Related Work

2.1. Pose Estimation in Images

Modern approaches for single-image pose estimation,
one of the fundamental pattern recognition problems [11,
24, 25, 26] in computer vision field, are typically based
on 2D CNN. Early methods [46] directly regress the joint
coordinates from the images; however, recent approaches
[44, 6, 50, 36, 38] have widely adopted joint position rep-
resentations with maximum values from a heatmap that de-
notes joint presence probability. These methods can be di-
vided into two ways: bottom-up and top-down. First, view-
ing a human skeleton as a graph, bottom-up approaches
[6, 41] detect individual body parts and assemble these com-
ponents into the person. Recently, many top-down methods
[38, 50, 44] have been proposed that first perform human
detection using an object detector and estimate poses for
each individual. CPM [50] iteratively refines the output of
each step, and Hourglass [38] adjusts the number of chan-
nels. HRNet [44] has achieved higher performance than
ResNet [13] by maintaining high-resolution feature maps
through multi-scale fusion and replaced ResNet, which
served as the backbone of pose estimation. These top-down
methods have significantly improved performance and show
remarkable results, but they include high-frequency jitter
when applied to video data.

With the success of the attention-based method in nat-
ural language processing (NLP), transformers combined
with CNNs have brought inspiration for new approaches
[3, 9, 54, 58, 18, 34, 14, 29, 19] to computer vision field.
Thanks to the characteristic of self-attention, which shows
superior performance in modeling long-range dependen-
cies, the transformer can be used to capture spatio-temporal
relations. With the advent of ViT [9], which outperformed
CNN-based counterparts in classification on large image
datasets [30], several methods [29, 54] applied transform-
ers to pose estimation. Transpose [54] captures long-range
relationships and reveals spatial dependencies that provide
evidence of how the model handles occlusion. Tokenpose
[29] tokenizes each keypoint and computes an attention map
between keypoints. However, they increased the model size
and the resolution of input images (or heatmaps), making it
difficult to apply transformer for videos with many frames.

2.2. Pose Estimation in Videos

Fully-annotated benchmark datasets [17, 15, 48, 27] for
videos are suitable for learning temporal features because
they provide supervision for all frames and contain a few
people with less occlusion. Meanwhile, [49, 55, 33, 40, 57]
directly process 2D or 3D positions and capture temporal
features of body motion using RNN or 3D CNN. LPM
[33] extends CPM [50] using long short-term memory
(LSTM) to capture temporal dependencies between poses.
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Figure 2. The overall architecture of HANet. First, keypoint kinematic features (flow, velocity, and acceleration) are computed from input
poses. Then, our encoder captures the spatio-temporal relationships of keypoint movement. Each encoder layer features are embedded to
offsets which refine input poses. Refined input poses are decoded with keypoint velocity and acceleration to produce final poses.

3D HRNet [49] intuitively uses temporal convolutions and
learns the correlation between consecutive frames’ key-
points by extending HRNet [44]. Recently, several ap-
proaches [58, 34, 18, 55] have also used vanilla transform-
ers [47] for pose estimation in videos. [58] encodes 3D
information using a spatial and temporal encoder. Also,
[34, 14] use transformer to fuse multi-view features. Re-
cently, DeciWatch [55] proposes a method that efficiently
watches sparsely sampled frames with transformer taking
advantage of the continuity of human motions without per-
formance degradation. However, these methods may not be
useful in many real-world scenarios, as they do not perform
well in crowded scenes with severe occlusion.

Many CNN-based approaches [52, 49] have been pro-
posed to address the occlusion issues in videos. The basic
idea of CNN-based pose estimation methods for video is
to encode spatio-temporal relationships between frames us-
ing convolution. However, there is a fundamental problem
in that the receptive field is limited, which makes it chal-
lenging to capture long-range spatio-temporal relationships
between joint positions. In addition, recent methods lever-
age memory-intensive heatmap-based estimation processes,
making it challenging to sufficiently consider the temporal
aspect of human motion. In contrast, we directly use in-
put poses from estimators [51, 31, 21, 37, 22, 28] to train
our framework HANet, which efficiently reduces memory
usage and capturing the spatio-temporal dependencies by
proposed hierarchical transformer encoder.

3. Method

We propose a novel framework that leverages keypoint
kinematic features among consecutive frames to reduce jit-
ter and learn temporal features of body motion. First, we
use input poses P ∈ RT/N×(K·D) estimated from the
off-the-shelf estimators [31, 51, 37, 21, 22, 28] to com-
pute keypoint kinematic features within a sliding window
of length T . Here, K is the number of keypoints, D de-
notes the dimension of each keypoint coordinates, and N
is the interval [55] that we sampled poses in a sliding win-
dow. Then, we construct hierarchical transformer architec-
ture that processes consecutive poses. The hierarchical en-
coder increases the number of channels exponentially and
projects multi-scale feature maps to positional offsets that
refine input poses P. Finally, our decoder processes the off-
sets, keypoint velocity, and acceleration as keys and queries
with refined input poses as values to estimate final poses.
We discuss each component in more detail below.

3.1. Keypoint Kinematic Features

We consider keypoint kinematic features within a sliding
window to address jitter, a fundamental problem of pose es-
timation in videos. In this paper, we leverage three kine-
matic features, a continual aspect of human motion, ob-
tained from previous, current, and next frames’ poses.

Keypoint Flow. First, we compute the track of keypoint
movement using consecutive poses’ coordinates Pt at each
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Figure 3. Visualization of the proposed hierarchical encoder. Each
encoder layer iteratively captures a spatio-temporal correlation be-
tween keypoints. Then attention map of each layer is linearly pro-
jected to produce positional offsets xℓ. We can get refined input
poses P′ by a weighted sum of offsets X and input poses P.

frame t ∈ {1, 2, . . . , T}. We denote the keypoint flow as
P̄t and define it as,

P̄t = (Pt +Pt+dt
+Pt−dt

)/3, (1)

where dt denotes an interval from the previous and next
poses to the current poses. A flow P̄t can be interpreted
as a moving average or a track of keypoint movement.

Keypoint Velocity and Acceleration. We further con-
sider kinematic information from the perspective of key-
point velocity and acceleration between consecutive input
poses. We define the keypoint velocity and acceleration as
below:

vt = (Pt −Pt−dt
)/dt,

at = (vt − vt−dt
)/dt.

(2)

We exploit them in our decoder as first and second-order
derivative features to estimate final poses.

3.2. Hierarchical Encoder

After keypoint kinematic features are computed, the
proposed hierarchical transformer encoder generates multi-
scale pose features Ẑℓ ∈ RT/N×(C·2ℓ) at each layer ℓ, rep-
resenting spatio-temporal attention maps. Here, C denotes
the initial embedding dimension. Long-range and short-
range attention maps model the distribution of large and
small body movements, respectively, and resolve occlusion
of keypoints spatially within a frame or temporally specific
frame in a video.

First, we embed previous, current, next poses, and key-
point flow P̄t by stacking them in keypoint dimension. This
can be defined as:

Z0 = (P̄t;Pt;Pt+dt
;Pt−dt

)W0, (3)

where W0 ∈ R(K·4D)×C is a projection matrix and Z0 de-
notes the initial embedding features. Z0 is then projected to
Q0, K0, and V0 representing queries, keys, and values. The
hierarchical encoder exponentially expands queries, keys,
and values using Wℓ ∈ RC·2ℓ−1×C·2ℓ . These are given by,

Qℓ = (Zℓ−1)Wℓ +Epos,ℓ, ℓ = 1 . . . NL,

Kℓ = (Zℓ−1)Wℓ +Epos,ℓ, ℓ = 1 . . . NL,

Vℓ = (Zℓ−1)Wℓ +Epos,ℓ, ℓ = 1 . . . NL,

(4)

where Epos,ℓ ∈ RT/N×(C·2ℓ) is an ℓ-level positional em-
bedding and NL denotes the number of encoder layers.
Then, the hierarchical encoder generates a tuple of multi-
scale feature maps (Z0,Z1, . . . ,ZNL

). We compute at-
tention maps as a vanilla transformer [47] and apply Lay-
erNorm (LN) [4] before every multi-head self-attention
(MSA) and multi-layer perceptron (MLP) block. Leaky
ReLU [35] is used for the MLP activation function. If we
simply express projected ℓ-level queries, keys, and values
as Zℓ, this process can be expressed as:

Zℓ = MSA(LN(Zℓ)) + Zℓ,

Ẑℓ = MLP(LN(Zℓ)) + Zℓ,
(5)

where Ẑℓ is the encoded multi-scale spatio-temporal fea-
tures. Then, we project the encoded multi-scale features to
offset embeddings that coincide with the dimension of input
poses K · D, using 1D convolution Conv1Dℓ. We denote
the projected positional offsets as xℓ, as illustrated in Fig. 3.
A weighted sum of xℓ is added to the input pose P and can
be defined as follows:

xℓ = Conv1Dℓ(Ẑℓ),

P′ = P+
1

NL

NL∑
ℓ=0

xℓ,
(6)

where P′ denotes the refined input poses.

3.3. Decoder

Given the weighted sum of offsets X, the decoder pro-
cesses them with vt and at as keys and queries with P′

as values, to estimate the final poses Ps. First, we use vt

and at as derivative features with 1D convolutional layers,
which can be defined as,

Sv = wvvt + bv,

Sa = waa
2
t + ba,

(7)

to represent the derivative positional features Sv and Sa,
where wv, wa ∈ RC×C and bv, ba ∈ RC are weights and
biases. Then, we stack them along keypoint channels and
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(B) SimpleBaseline (D) HANet(C) DeciWatch(A) Ground-Truth

Figure 4. Qualitative comparison on Sub-JHMDB [17] dataset. From left to right, A, B, C, and D are ground truth, output of SimpleBaseline
[51], DeciWatch [55], and HANet. We report PCK@0.05 on the video and visualize that our framework outperforms existing methods.

leverage the transformer decoder (Decoder) to estimate fi-
nal poses Ps as,

V = Conv1D(P′WP ) + Epos,0

Ps = Decoder(V, (Sv;Sa;X)WM )WD,
(8)

where V is our decoder’s values embedded via a 1D convo-
lutional layer, WP ∈ RT/N×T is an interpolation matrix,
and WM ∈ R(3KD+C)×C and WD ∈ RC×(K·D) are linear
projection matrices.

3.4. Online Mutual Learning

We further propose an online mutual learning that pro-
vides cross-supervision between refined input poses P′ and
final predictions Ps. HANet mutually optimize them by
choosing online learning targets along their training losses.

Weighted Loss. The objective of our loss function is
minimizing the weighted L1 norm between prediction and
ground truth joint positions. Weighted loss tracks top-k key-
points that are hard to predict based on the training loss by
extending [7]. We refer to this weighted loss as Lw, defined
as follows.

Lw =
1

Nj

Nj∑
j=1

vj∥Gj−Pj∥+
λ

Nk

Nk∑
k=1

vk∥Gk−Pk∥, (9)

where Nk,Gj , Pj , and vj denote the number of top-k key-
points, ground truth, prediction, and visibility for joint j,
respectively. This distance between prediction and ground
truth is valid when a joint j is visible. The first loss term
penalizes all keypoint errors, while the second term only
tracks the top-k keypoint errors.

Online Loss. Then, from the weighted loss Lw, the on-
line loss LO is computed by,

Lj
O =

{
Lj
w(Ps,P

′) Lj
w(G,Ps) < Lj

w(G,P′),

Lj
w(P

′,Ps) otherwise,
(10)

where the first parameter of Lw is a target and the second
one learns from the target. If Lw(G,P′) is greater than
Lw(G,Ps) for jth keypoint, we back propagate the refined

input pose P′ to Ps, and vice versa, final prediction Ps is
penalized by P′. From these two components, we define
our loss function as,

L = Lw(G,P′) + λsLw(G,Ps) + LO(P
′,Ps), (11)

where λs stands for weight of the final prediction error.

4. Experiments
In this section, we discuss our extensive experiments and

demonstrate that our proposed method refines input poses
well and can generally be applied to 2D pose estimation,
3D pose estimation, body mesh recovery, and sparsely-
annotated 2D pose estimation tasks.

4.1. Datasets

We evaluate our framework on four tasks and report ex-
perimental results on various benchmark datasets. First,
we use the dataset Sub-JHMDB [17] for 2D pose estima-
tion. Second, we validate HANet on PoseTrack2017 [16]
and PoseTrack2018 [2] for sparsely-annotated multi-human
2D pose estimation. For 3D pose estimation, we select the
most generally used dataset Human3.6M [15]. Lastly, we
verify our model on an in-the-wild dataset 3DPW [48], and
a dance dataset AIST++ [27] with fast and diverse actions,
for body mesh recovery.

4.2. Estimators

We trained our model using the estimated 2D coor-
dinates, 3D coordinates, or SMPL parameters as input.
Specifically, we use off-the-shelf estimators such as Simple-
Baseline [51] for Sub-JHMDB, DCPose [31] for PoseTrack,
FCN [37] and Mhformer [28] for Human3.6M, PARE [21]
for 3DPW, and SPIN [22] for AIST++.

4.3. Evaluation Metrics

For 2D pose estimation, we adopt the Percentage of
Correct Keypoints (PCK) following [40, 57, 55], where
the matching thresholds are set as 20%, 10%, and 5%
of the bounding box size under pixel level, and mean
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Method PCK@0.2 PCK@0.1 PCK@0.05
Head Sho. Elb. Wri. Hip Knee Ank. Avg. Avg. Avg.

DKD [40] 98.3 96.6 90.4 87.1 99.1 96.0 92.9 94.0 - -
KFP (ResNet18) [57] 94.7 96.3 95.2 90.2 96.4 95.5 93.2 94.5 - -
SimpleBaseline [51] 97.5 97.8 91.1 86.0 99.6 96.8 92.6 94.4 81.3 56.9
SimpleBaseline + DeciWatch [55] 99.8 99.5 99.7 99.7 98.7 99.4 96.5 98.8 94.1 79.4
SimpleBaseline + HANet 99.9 99.7 99.7 99.7 99.2 99.9 98.8 99.6 98.3 91.9

Table 1. Quantitative comparison on Sub-JHMDB dataset [17] with prior works [40, 57, 51, 55].

Figure 5. MPJPE and Accel error comparison with prior works [37, 55] on a video from Human3.6M [15] dataset.

(B) Ground-Truth (C) PARE (D) HANet(A) Video

Figure 6. Qualitative results of body mesh recovery on 3DPW [48].
We visualize that HANet alleviates occlusion and jitter of input
poses well. We recommend to watch our supplementary video for
jitter comparison.

Average Precision (mAP) only for visible joints follow-
ing [16, 52, 51, 44]. For 3D pose estimation and body
mesh recovery, we adopt Mean Per Joint Position Error
(MPJPE) and the mean Acceleration error (Accel) follow-
ing [37, 22, 21].

4.4. Implementation Details

In our experiments, we consider the previous and next
velocity of keypoints, vp and vn. We set a different length
T of the sliding window and an interval of frames N for
each task. For sparsely-annotated multi-human 2D pose es-

timation, a long sliding window may not be useful because
multi-human 2D pose estimation often involves more se-
vere occlusion and motion blur than single-human pose es-
timation. So, we use T = 5 and N = 1 and fix the input
image size to 384 × 288. Furthermore, PoseTrack datasets
[16, 2] are sparsely annotated, we enlarge the bounding box
by 25% from the annotated frame and use it to crop the sup-
plement frames. Within a sliding window, we only trained
with annotated frames. We use an AdamW optimizer [32],
set an initial learning rate as 1×10−3, warm it up at the first
5 epochs, and then decay in a cosine annealing manner. For
weighted loss Lw, we set λ as 0.5 to match the normaliza-
tion degree of the first term because we set Nk as half of the
number of joints.

4.5. Comparisons

2D Pose Estimation. As illustrated in Fig. 4, we visu-
alize the estimated pose from [51], existing state-of-the-art
method [55], and our method for Sub-JHMDB [17], which
is a 2D single-human pose dataset. The input pose esti-
mator SimpleBaseline [51] showed a performance of 65.00
on an intricate metric of PCK@0.05, and DeciWatch [55]
showed a result of 72.22. Above all, we achieve the re-
markable results of 96.67. In addition, we quantitatively
validate our model against current state-of-the-art models
[40, 57, 51, 55]. Although the performance for PCK@0.2
may look similar, Table 1 shows that the performance im-
provement of our model is noticeable as the threshold re-
duces from PCK@0.2 to PCK@0.05.
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Dataset Methods MPJPE ↓ Accel ↓

Human3.6M [15]

FCN [37] 54.6 19.2
FCN + DeciWatch [55] (T=101) 52.8 1.5
FCN + HANet (T=51) 51.8 2.0
FCN + HANet (T=101) 52.8 1.4
Mhformer [28] 38.3 0.8
Mhformer [28] + HANet (T=101) 35.4 0.8

3DPW [48]

PARE [21] 78.9 25.7
PARE + DeciWatch [55] (T=101) 77.2 6.9
PARE + HANet (T=51) 74.6 8.0
PARE + HANet (T=101) 77.1 6.8

AIST++ [27]

SPIN [22] 107.7 33.8
SPIN + DeciWatch [55] (T=101) 71.3 5.7
SPIN + HANet (T=51) 64.3 6.4
SPIN + HANet (T=101) 69.2 5.4

Table 2. Quantitative comparison on the 3D pose estimation (Human3.6M [15]) and body mesh recovery (3DPW [48], AIST++ [27]).

Figure 7. Qualitative results of PoseTrack 2018 test set. We demonstrate that HANet performs well at multi-human 2D pose estimation,
even in occlusion, motion blur, and crowd environments.

3D Pose Estimation & Body Mesh Recovery. In ad-
dition, we demonstrate that our method can be applied to
different tasks such as 3D pose estimation and body mesh
recovery. We input 3d pose coordinates or SMPL parame-
ters estimated from [21, 22, 37, 28] and refine their results.
First, we validate HANet compared to state-of-the-art meth-
ods [21] for body mesh recovery on 3DPW [48] dataset. We
visualize results of body mesh recovery for highly-occluded
scenes. As illustrated in Fig. 6, [21] shows large positional
difference. However, our model shows accurate estimation
results because our model learns sufficient temporal infor-
mation through keypoint kinematic features. We further vi-
sualize MPJPE and Accel error with FCN [37] and Deci-
Watch [55] on Human3.6M [15] dataset. In Fig. 5, we show
that our framework reduces MPJPE more while maintain-
ing a lower Accel error.

We also validate our framework and present the quan-
titative results on Table 2 for 3D pose estimation and
body mesh recovery. We compare the MPJPE and Accel
with input pose estimators [37, 28, 22, 21] and DeciWatch
[55], which efficiently improved performance by sampling
keyframes taking advantage of continuity of human mo-
tions. We report two version of our HANet that uses a dif-
ferent sliding window length T = 51 and T = 101. When

T = 101, i.e., learn more temporal relationships between
consecutive poses, we observe that Accel metric is improved
more. Conversely, when we set T = 51, we demonstrate
that our method reduces the need for a long sliding window
and efficiently improved MPJPE and Accel errors.

Sparsely Annotated Pose Estimation. We also conduct
experiments on PoseTrack2017 [16] and PoseTrack2018
[2], which is sparsely-annotated datasets. In Table 3, we
compare our model with state-of-the-art methods [44, 5, 31]
and the input pose estimator [31] on the validation set of
PoseTrack2017 and PoseTrack2018. We achieve state-of-
the-art results and demonstrate that our method improves
performance (mAP) on sparsely-annotated multi-human
2D pose estimation. In addition, we visualize that our
method shows remarkable results in occlusion, crowded
scenes, fast motion, and challenging pose, as shown in
Fig. 7.

4.6. Ablation Study

We validate the effect of our component and keypoint
kinematic features with an extensive ablation study. We
perform the experiments on Sub-JHMDB [17] and compare
results in Table 4 - Table 5. We use PCK for the evaluation
metric.
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Dataset Method Head Shoulder Elbow Wrist Hip Knee Ankle Mean

PoseTrack17 Validation [16]

HRNet [44] 82.1 83.6 80.4 73.3 75.5 75.3 68.5 77.3
PoseWarper [5] 81.4 88.3 83.9 78.0 82.4 80.5 73.6 81.2
DCPose [31] 88.0 88.7 84.1 78.4 83.0 81.4 74.2 82.8
DCPose + HANet 90.0 90.0 85.0 78.8 83.1 82.1 77.1 84.2

PoseTrack18 Validation [2]
PoseWarper [5] 79.9 86.3 82.4 77.5 79.8 78.8 73.2 79.7
DCPose [31] 84.0 86.6 82.7 78.0 80.4 79.3 73.8 80.9
DCPose + HANet 86.1 88.5 84.1 78.7 79.0 80.3 77.4 82.3

Table 3. Quantitative comparison on the validation sets of PoseTrack2017 [16] and PoseTrack2018 [2].

Component
PCK@0.2 PCK@0.1 PCK@0.05

NL HE OML
L1 L2

4 98.2 95.9 83.8
4 ✓ 99.2 97.0 86.1
4 ✓ ✓ 99.1 96.3 85.8
4 ✓ ✓ 99.3 97.2 86.7
4 ✓ ✓ ✓ 99.4 97.3 87.2
5 ✓ ✓ ✓ 99.6 98.3 91.9
6 ✓ ✓ ✓ 99.5 97.7 90.2

Table 4. Ablation study to observe the contribution of each com-
ponent of our model on JHMDB [17].

Hierarchical Encoder. First, we compare and report the
effect of our hierarchical encoder at rows 1-2 and scale of
the encoder at rows 5-7 in Table 4. When we replace the
hierarchical encoder to normal transformer encoder, perfor-
mance significantly drops (2.3%) for PCK@0.05. In addi-
tion, we scale the number of encoder and decoder layers
NL to 4 and grew one by one. It gradually improves perfor-
mance up to 5 layers (4.7%) and decreases (1.7%).

Online Mutual Learning. We verify the effectiveness
of our proposed online mutual learning (OML) at rows 2-
5. Rows 2 and 4 indicates that OML with L1 norm has a
significant impact on performance improvement (0.6%) for
PCK@0.05. We also conduct experiments for OML with
L2 norm (row 3 and 5) and found that OML has improved
performance by jointly using the L1 norm and L2 norm. We
proceed with the rest of the ablation study using the row 6
version that showed the best performance.

Keypoint Kinematic Features. We also conduct ab-
lation studies on keypoint kinematic features on Table 5.
Here, except for the last row, the encoder does not take con-
catenated previous frame and subsequent frame features.
The first row is the minimum version of HANet that re-
moves all features associated with keypoint kinematic fea-
tures, and the last row is the complete version of HANet
considering all keypoint kinematic features: flows, velocity,

Component PCK@0.2 PCK@0.1 PCK@0.05Flow Vel. Accel. WB

99.1 96.3 86.5
✓ 99.4 97.4 88.4
✓ ✓ 99.4 97.6 90.6
✓ ✓ ✓ 99.5 98.1 91.5
✓ ✓ ✓ ✓ 99.6 98.3 91.9

Table 5. Ablation study of keypoint kinematic features on JH-
MDB. WB stands for weight and bias of velocity and acceleration.

acceleration, and WB (weight and bias). From the top, the
rows in turn indicate the addition of flow, velocity, acceler-
ation, and WB. We could observe significant performance
impact of each keypoint kinematic features in the order of
velocity (2.2%), flow (1.9%), acceleration (0.9%), and WB
(0.4%) for PCK@0.05.

5. Conclusion
In this work, we construct a hierarchical transformer en-

coder and exploit the keypoint kinematic features to address
occlusion and mitigate jitter. We demonstrate that explic-
itly leveraging flow, velocity, and acceleration can capture
the keypoint’s temporal dependencies better. Furthermore,
HANet effectively addresses the occlusion issue by learning
spatio-temporal relationships between consecutive frames’
poses through multi-scale feature maps and achieve state-
of-the-art performance on a variety of pose estimation tasks.
We are interested in extending our model to an end-to-end
model, which can be combined with our approach to pro-
duce more accurate results.
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