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Abstract

Recent generative models based on neural radiance fields (NeRF) achieve the generation of diverse 3D-aware images. Despite the success, their applicability can be further expanded by incorporating with various types of user-specified conditions such as text and images. In this paper, we propose a novel approach called the conditional generative neural radiance fields (CG-NeRF), which generates multi-view images that reflect multimodal input conditions such as images or text. However, generating 3D-aware images from multimodal conditions bears several challenges. First, each condition type has different amount of information - e.g., the amount of information in text and color images are significantly different. Furthermore, the pose-consistency is often violated when diversifying the generated images from input conditions. Addressing such challenges, we propose 1) a unified architecture that effectively handles multiple types of conditions, and 2) the pose-consistent diversity loss for generating various images while maintaining the view consistency. Experimental results show that the proposed method maintains consistent image quality on various multimodal condition types and achieves superior fidelity and diversity compared to the existing NeRF-based generative models.

1. Introduction

The neural radiance field (NeRF) [18] successfully addresses unseen view synthesis, a long-lasting problem in computer vision, by learning to construct a 3D scene from
a set of images taken from multiple viewpoints via a differentiable rendering technique. Because NeRF takes the 3D coordinate and the viewpoint of a target scene as inputs, it is capable of synthesizing view-consistent images (i.e., images corresponding to the input viewpoints). Due to the success of NeRF, this approach has been widely extended to various fields, such as view-aware video synthesis [8], pose estimation [34], scene labeling and understanding [48], and 3D object modeling from a collection of single-category images [40].

While these techniques utilize NeRF only for synthesizing an unseen view of an image, recent studies that generate photorealistic multi-view images based on generative adversarial networks (GANs) [30, 23, 2, 25, 1] have emerged. Compared to the existing 2D-based generative models, these studies produce 3D-aware images by generating view-consistent images for given camera poses. However, because the generative models synthesize images without any user-specified condition, these studies require a test-time optimization [2] for generation of images that contain the desired characteristics of the condition, as shown in Fig. 1.

Overcoming such a point and extending the capability of the existing unconditional generative NeRF models, we perform 3D-aware image synthesis that reflects the given multimodal conditions. The proposed task, conditional generative NeRF (CG-NeRF), aims to create view-consistent and diverse images by reflecting the characteristics of conditions. To the best of our knowledge, our work is the first to tackle this task, extending the existing generative NeRF approaches that do not take user-specified multimodal conditions.

In this paper, we propose a unified method adaptively applicable to various condition types, including color images, grayscale images, sketches, low-resolution images, and text, as shown in the condition inputs in Fig. 1. Since different types of conditions have disparate amounts of information, it is challenging to generate images from various types of conditions with a unified architecture. To tackle this problem, we provide the model with coarse characteristics of input conditions extracted from a semantic multimodal encoder, and additional noise codes to fill the missing fine details in the coarse characteristics. We show that our method consistently generates diverse photo-realistic images regardless of condition types in Sec. 4.

For the diversity of the generated images, we design a model capable of creating fine details while reflecting the coarse characteristics of the input conditions. However, unlike the previous unconditional models, an input condition may excessively decrease the diversity of synthesized images. While the diversity sensitive loss helps in generating various images in 2D-based conditional generative models [43, 3], the pose consistency can be violated in 3D-based generative models as shown in Fig. 6. To address such difficulties, we propose a novel pose-consistent diversity (PD) loss that induces the model to generate diverse images but explicitly penalizes view inconsistencies.

In summary, our contributions are as follows:

- We propose a unified architecture called the conditional generative neural radiance fields (CG-NeRF), which generates diverse and photo-realistic images by reflecting the multimodal condition inputs and effectively disentangling the shape and appearance from the input conditions.
- To improve the diversity of the output images, we propose the pose-consistent diversity (PD) loss, which helps in producing various images while maintaining the view consistency.
- We conduct extensive experiments and demonstrate that our unified model generates diverse images, reflecting various types of input conditions.

2. Related Work

Neural Radiance Fields Recent advancements [18, 5, 9, 33, 45, 14] in the area of novel view synthesis have been accomplished by employing the NeRF. The seminal work [18] has proven the effectiveness of volume rendering with NeRF, and later studies [5, 38, 46] proposed further improvements over the original NeRF. While some NeRF studies enhance the original NeRF in terms of both quality and efficiency, our work is more related to generative NeRF methods, which have attracted attention recently.

Generative NeRF Along with the improvements to the NeRF itself, generative NeRF models [30, 23, 2, 21] have also emerged. GRAF [30] proposes a generative model with implicit radiance fields for the novel scene generation. Moreover, GIRAFFE [23] improves GRAF by separating the object instances in a controllable way, which lets users gain more ability to compose new scenes. Another study, pi-GAN [2], which is more closely related to our work, employs the SIREN [32] activation function along with the multilayer perceptron (MLP), which is effective when used for novel scene generation. Furthermore, some approaches have attempted to add conditions or users’ constraint while generating. Few-shot novel view synthesis [45, 20] targets to reconstruct images observed from novel views, conditioned on sparse input images. However, they have limitations in generating diverse images, and they require ground truth multi-view images for training. Edit-NeRF [15] proposes editable NeRF, which can edit shapes and textures of output images by varying the latent codes. Some studies [37, 4] suggest optimization based method that can satisfy the user’s constraints using real images or text. Dreamfields [8], which is a concurrent work, takes text as input to
synthesize images. However, those approaches require test-time optimization or only handle a limited type of condition data. Therefore, in this work, we propose a novel model, CG-NeRF, which can significantly improve the applicability of the NeRF methods and allow users to generate various scenes according to diverse conditions.

CLIP The conditions from which we want to generate images can exist in various forms, typically in the form of images or text. To address both cases at the same time, a model that can take multimodal inputs is required. Among such models [42, 35, 27], CLIP [27] shows an impressive ability to embed text and image information into the same semantic space. We adopt CLIP as our global feature extractor in various conditions, making our model widely applicable for both images and text.

3. Proposed Approach

3.1. Overview

We propose a novel method called conditional generative NeRF (CG-NeRF), which can generate camera-pose-dependent images conditioned on various types of input data. Unlike recent unconditional generative models that learn neural radiance fields from unlabeled 2D images, we extend the generative model to a conditional model utilizing extra information as input, such as text, sketches, grayscale, low-resolution images, or even color images. We design a model that can generate diverse images with different details, sharing the coarse characteristics of condition inputs. As shown in Fig. 2, the global feature vector $c$ extracted from the input condition is fed to the network along with the noise codes $z^a$ and $z^s$ randomly sampled from a standard Gaussian distribution $p_z$. The noise codes specify fine details that are not contained in the given global features. In the proposed model, the generator $G_\theta$ ((2) in Fig. 2) learns radiance field representations and synthesizes images $\hat{I}$ corresponding to the given global feature vector $c$ and noise codes $z^a$ and $z^s$, i.e.,

$$\hat{I} = G_\theta(\xi, c, z^a, z^s), \quad (1)$$

where $\xi$ is the camera pose for calculating the 3D coordinate $x$ and the viewing direction $d$ [30]. Below, we describe the model structure designed for CG-NeRF in detail.

3.2. Model Architecture of CG-NeRF

As illustrated in Fig. 2, the main architecture consists of three components: (1) a feature extractor $E$ that extracts global feature vectors from the given conditions, (2) a generator that creates an image by reflecting the conditions, and
(3) a discriminator that distinguishes real images from fake images based on the condition input and that predicts the camera poses of fake images for the PD loss, which will be described in detail later.

As CG-NeRF aims to synthesize conditional 3D-aware images, the condition input is encoded to a global feature vector through the global feature extractor \( E \) ((1) in Fig. 2).

To extract global semantic features from the given condition inputs in our case, we adopt CLIP [26], accommodating various types of input conditions such as images and text, as a state-of-the-art multimodal encoder.

We design our generator network by combining two recent promising techniques, which are proven to generate high-quality images for the generative neural radiance field task: a SIREN-based backbone [2] and a feature-level volume rendering method [23]. The SIREN-based [32] network architecture enhances the visual quality of the NeRF-based generative model but requires a large amount of memory for training due to color-level volume rendering at the full image resolution [2]. To address this issue, we leverage feature-level volume rendering, inspired by a recently proposed method [23]. The feature-level volume rendering process substantially mitigates the problem because a volume is rendered at the level of feature vector \( f \), having a smaller scale than the image resolution.

Given a global feature vector \( c \), a noise code of shape \( z_s \) and appearance \( z_a \), the feature fields generator \( g_\theta \) ((2-1) in Fig. 2) produces the density \( \sigma \) and feature vector \( f \) in the corresponding \( x \) and \( d \) as

\[
g_\theta(x_{pj}, d_{pj}, c, z_s, z_a) = (\sigma_{pj}, f_{pj}),
\]

where \( \sigma_{pj} \) and \( f_{pj} \) denote the density and the feature vector, respectively, at the corresponding 3D coordinate. Further details are described in the next section.

Once the density \( \sigma \) and the feature vector \( f \) are estimated by the feature fields generator \( g_\theta \) ((2-1) in Fig. 2) at each 3D coordinate, the final feature \( F_p \in \mathbb{R}^{L_s} \) is computed through a feature-level volume rendering process as

\[
F_p = \sum_{j=1}^{J} T_{pj} \alpha_{pj} f_{pj},
\]

where the transmittance \( T_{pj} = \prod_{k=1}^{j-1}(1 - \alpha_{pk}) \). The alpha value for \( x_{pj} \) is calculated as \( \alpha_{pj} = 1 - e^{-\sigma_{pj} \delta_{pj}} \), and \( \delta_{pj} \) is the distance between neighboring sample points along the ray direction [18]. The 2D feature map \( F \in \mathbb{R}^{H_V \times W_V \times L_f} \) rendered through the volume rendering process is then upsampled to a RGB images at a higher resolution \( I \in \mathbb{R}^{H \times W \times 3} \) using the 2D convolutional neural network (CNN) decoder network ((2-2) in Fig. 2). The decoder network consists of CNN layers with leaky ReLU activation functions [41] and nearest neighbor upsampling layers.

### 3.3. Condition-based Disentangling Network

We propose a novel approach that aims to disentangle both the shape and appearance contained in a given global feature vector. For a text condition example “round bird with a red body”, “round” and “bird” are shapes, and “red” is an attribute indicating the appearance. Two mapping networks \( M_s \) and \( M_a \) serve to generate the styles of the shape and appearance, respectively, from the global feature vector \( c \) and noise codes \( z_s \) and \( z_a \). The global feature vector \( c \in \mathbb{R}^{L_s} \) contains the prominent attribute of the condition.

In contrast, the noise codes \( z_s \in \mathbb{R}^{L_s} \) and \( z_a \in \mathbb{R}^{L_a} \) are responsible for the details that the global feature vector does not include. The mapping network consists of pairs of a linear layer and ReLU and produces frequencies \( \gamma \) and phase shifts \( \beta \) as

\[
M_s(c, z_s) = \text{cat}(\{\gamma_s^i, \beta_s^i\})_{i=1}^{N_s},
\]

\[
M_a(c, z_a) = \text{cat}(\{\gamma_a^i, \beta_a^i\})_{i=1}^{N_a + 1},
\]

where \( N_s \) and \( N_a \) denote the numbers of MLPs in each block. cat indicates channel-wise concatenation. The predicted frequencies and phase shifts are fed to the two blocks \( \Phi_s \) and \( \Phi_a \) in the feature fields generator. Taking these as inputs along with the 3D coordinate \( x \) and the direction \( d \), two consecutive blocks encode features using pairs of a linear layer and activation function of feature-wise linear modulation (FiLM) SIREN. The sine function of the FiLM SIREN layer modulated by the obtained frequency and phase shift are applied to the outputs of the linear layers as an activation function; i.e.,

\[
\phi_i(x_i) = \sin(\gamma_i(W_i x_i + b_i) + \beta_i),
\]

where \( \phi_i : \mathbb{R}^{M_i} \rightarrow \mathbb{R}^{N_i} \) is the \( i \)-th MLP of each \( \Phi_s \) and \( \Phi_a \). \( W_i \in \mathbb{R}^{N_i \times M_i} \) and \( b_i \in \mathbb{R}^{N_i} \) are the weight and the bias applied to input \( x_i \in \mathbb{R}^{M_i} \). The two blocks in the feature fields generator have the following formulations:

\[
\Phi_s(x_{pj}) = \phi_{pj}\left(\phi_{pj-1}(\cdots(\phi_1(x_{pj}))\right),
\]

\[
\Phi_a(\Phi_s(x_{pj}), d_{pj}) = \phi_{pj+a}(\text{cat}(\phi_{pj+a}(\cdots(\phi_1(\Phi_s(x_{pj}))))), d_{pj}).
\]

Inspired by an existing approach [30], we assign the roles of reflecting the shape to the first block, close to the input, and the appearance to the second block, close to the output. The block for shape utilizes the 3D coordinate as the input to generate shape-encoded features, while the appearance block takes the output of the previous block as input and generates encoded features of the shape and appearance. By utilizing these features and viewing directions as inputs, features reflecting the viewing direction are generated from the last layer of the appearance block.

### 3.4. Pose-consistent Diversity Loss

As our method generates images conditioned on extra inputs, variations of the output images are restricted, especially when a color image is given as a condition input. To
enable the generator network to produce semantically diverse images based on the condition input, we regularize the generator network with the diversity-sensitive loss [43]. This is defined as

\[
L_{\text{div}}(\theta) = E_{x',n' \sim p_s, c \sim p_c}[|| \hat{I}_1 - \hat{I}_2 ||],
\]

(7)

where \( \hat{I}_1 \) is \( G_\theta(\xi, c, z^{s1}, z^{n1}) \) and \( \hat{I}_2 \) is \( G_\theta(\xi, c, z^{s2}, z^{n2}) \).

However, we empirically discover that simply applying the diversity-sensitive loss causes undesirable effects that attempt to change not only the style but also the pose of the output images (Fig. 6). Because the pose of the output images should be determined only by the input camera pose \( \xi \), pose changes in the output images are a significant side effect. We analyze this undesirable phenomenon as follows; from the generator network’s point of view, the model maximizes the pixel difference via two different methods: (1) changing the style of the output images as desired or (2) changing the poses between two output images generated with the same camera pose, which is strongly undesired.

To explicitly address such an issue, we propose a pose regularization term applicable to the original diversity-sensitive loss, which explicitly penalizes pose difference between images generated from different noise codes \( z' \) and \( z'' \) but from the same camera pose. The intuition behind the proposed regularization is that the model generates two images to have only a style difference constrained to have the same camera pose, which can be additionally learned by an auxiliary network. We propose to add the regularization term \( L_{\text{pose}} \) to the diversity-sensitive loss \( L_{\text{div}} \), which is defined as

\[
L_{\text{pose}}(\theta) = E_{x',n' \sim p_s, c \sim p_c}[1 - \cos(D^e_\psi(\hat{I}_1) - D^e_\psi(\hat{I}_2))],
\]

(8)

where \( D^e_\psi \) is the auxiliary pose estimator network we additionally train for the pose penalty loss jointly with the discriminator.

The proposed method simultaneously learns the output images’ poses by training the pose estimator network. We modify our discriminator network to contain an auxiliary pose estimator, by adjusting the channel size of the last layer to estimate the camera pose values of the output image. Because we randomly sample camera poses \( \xi \) from the prior distribution \( p_\xi \) to generate view-consistent images, the sampled camera pose is utilized as the ground truth pose when training the pose estimator. We define the camera pose \( \xi \) with radius \( r_{\text{ca}} \), rotation angle \( \kappa_r \in [-\pi, \pi] \), and elevation angle \( \kappa_e \in [0, \pi] \). Given that we use a fixed value for \( r_{\text{ca}} = 1 \), the pose estimator predicts the rotation angle and elevation angle, applying the Sigmoid function to penalize the angle difference, addressing its discontinuity at \( 2\pi \).

\[
D^e_\psi(\hat{I}) = \xi_{\text{real}} \equiv (\kappa_r, \kappa_e).
\]

\( D^e_\psi \) denotes the auxiliary pose estimator and \( \xi_{\text{real}} \) is a randomly sampled camera pose value to generate \( \hat{I} \). Because the angle can be represented by a periodic function, we design the pose reconstruction loss with the cosine function to penalize the angle difference, addressing its discontinuity at \( 2\pi \).

3.5. Training Objective

To synthesize conditional outputs, we adopt a conditional GAN [7] by training a discriminator that learns to match images and condition feature vectors. As shown in Fig. 2, the discriminator extracts the image feature through a series of 2D convolution layers, and the image feature is then concatenated with matching condition \( e \) to predict the condition-image semantic consistency. The matching condition \( e \in \mathbb{R}^{L_e + L_s + L_a} \) is the global feature vector \( c \) concatenated with detail codes \( z^a \) and \( z^n \). The number of feature extracting layers is determined by the resolution of the training images. The discriminator network learns whether the given image is real or fake and matches its condition feature vector simultaneously.

At training time, we use the non-saturating GAN loss with a matching-aware gradient penalty [17, 35]. Instead of the \( R_1 \) gradient penalty [17], we adopt the matching-aware gradient penalty loss, which is known to promote the generator to synthesize more realistic and semantic-consistent images to condition-image pairs. We define three different types of data items: synthetic images with the matching condition, real images with a matching condition, and real images with a mismatching condition. The target data point on which the gradient penalty is applied can be defined by real images with the matching condition feature vector.

The entire formulation of conditional GAN loss, i.e.,

\[
L_{\text{adv}}(\psi) = E_{I \sim p_I}[f(D_{\psi}(I, e))] + (1/2)E_{I \sim p_{mis}}[f(-D_{\psi}(I))] + kE_{I \sim p_{mis}}[\|\nabla I D_{\psi}(I, e)\| + \|\nabla e D_{\psi}(I, e)\|]^{p}.
\]

(10)

where \( f(u) = -\log(1 + \exp(-u)) \), \( p_r \) and \( p_{mis} \) denote the real data distribution and mismatching data distribution, respectively. \( k \) and \( p \) are two hyper-parameters that balance the gradient penalty effects.

Our full training objective functions for the generator network \( G_\theta \) are summarized as

\[
L_{\text{total}} = L_{\text{adv}} - \lambda_{\text{div}}L_{\text{div}} + \lambda_{\text{pose}}L_{\text{pose}}.
\]

(11)

where \( \lambda_{\text{div}} \) and \( \lambda_{\text{pose}} \) are weights for each loss term.
Table 2: Quantitative comparison in terms of FID, precision, and recall using publicly available libraries12 [24, 19].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Image Resolution</th>
<th>FID, Precision</th>
<th>Recall</th>
<th>Image Resolution</th>
<th>FID, Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CelebA</td>
<td>GIRAF</td>
<td>128</td>
<td>66.37, 0.71</td>
<td>0.00</td>
<td>64</td>
<td>23.73, 0.86</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>GIRAFFE</td>
<td>64</td>
<td>31.71, 0.88</td>
<td>0.08</td>
<td>64</td>
<td>31.71, 0.84</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>pi-GAN</td>
<td>128</td>
<td>7.81, 0.87</td>
<td>0.58</td>
<td>128</td>
<td>21.13, 0.61</td>
<td>0.35</td>
</tr>
<tr>
<td>Cats</td>
<td>Ours</td>
<td>128</td>
<td>9.32, 0.86</td>
<td>0.47</td>
<td>128</td>
<td>13.86, 0.91</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 3: Quantitative comparisons (FID / IS) on the CelebA-HQ, Cats, and FFHQ datasets with different condition types in terms of the image quality.

<table>
<thead>
<tr>
<th>Condition</th>
<th>CelebA-HQ</th>
<th>Cats</th>
<th>FFHQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>13.86</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Grayscale</td>
<td>12.51</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Low-Resolution</td>
<td>15.40</td>
<td>2.13</td>
<td>2.13</td>
</tr>
<tr>
<td>Text</td>
<td>FID</td>
<td>IS</td>
<td></td>
</tr>
<tr>
<td></td>
<td>26.53</td>
<td>3.52</td>
<td></td>
</tr>
</tbody>
</table>

4. Experiments

Dataset setups We evaluate our CG-NeRF on various datasets, in this case CelebA [16], CelebA-HQ [10], FFHQ [11], CUB-200 [36], and Cats [47]. For the condition inputs, we select five different data forms to consider the different properties of input conditions in terms of the shape and appearance, e.g., color images, grayscale, sketches, low-resolution images, and text. To generate 3D-aware images from sketch conditions, first we apply a Sobel filter to extract pseudo sketch information from the image [28] after which we apply a sketch simplification method [31]. For low-resolution image conditions, we apply bilinear downsampling to images with a ratio of 1/16. Training images are resized to a resolution of 128×128. To extract the global feature only of the object, we remove the background for CelebA-HQ and CUB-200 datasets.

4.1. Experimental results

To the best of our knowledge, there exists no comparable previous work performing conditional generative NeRF task has been published. Hence, we perform quantitative and qualitative comparison of our model with existing NeRF-based generative models [30, 23, 2, 4] to demonstrate the competitive performance of the proposed method.

4.1.1 Quantitative comparison

To evaluate our approach quantitatively, we measure three metrics: the Frechet Inception Distance (FID) [6], precision, and recall using publicly available libraries15 [24, 19]. FID is the most popular metric for evaluating the quality of GANs as it reveals a discrepancy between distributions of real and fake images. On the other hand, precision and recall measure the quality of GANs in terms of fidelity and diversity, respectively.

As reported in Table 2, to guarantee the most reliable performance of the previous methods, we evaluate the comparison results using a publicly available pre-trained model and its corresponding experiment setting. Based on the performances we measured, the proposed method shows better scores in terms of FID, precision, and recall compared to the existing methods for the most part. For the CelebA dataset, our method still produces competitive performance on precision as well as the best performance on FID and recall.

4.1.2 Qualitative comparison

Fig. 3 shows comparisons of our method with other NeRF-based generative models in terms of the visual quality. For a fair comparison, according to the definition of precision [12], we select images in the order of the closest distance to the real image among fake images existing in the manifold of the real image. The distance is measured utilizing features of the real and fake images in the Euclidean space due to the high dimensionality of the image and lack of seman-
4.1.3 Effects of various condition types

In this section, we perform experiments to analyze the training behavior of our method depending on the input condition type. We compare the results with five different types of condition input to validate that our method yields consistent generation performance. As shown in Fig. 4, as the color image has the largest amount of condition information among the five different condition types, it restricts the range of style variation of output images generated with random noise codes. In contrast, weak conditions such as text or low-resolution images show dynamic changes in their results with random shapes or appearances. To evaluate our approach in terms of condition types quantitatively, we measure the FID [6] and Inception Score (IS) [29] as shown in Table 3. For each dataset, our method consistently maintains high visual quality across all types of input conditions.

Figure 5: Qualitative analysis of the PD loss. Along with condition inputs which are visualized with red rectangles (grayscale in row 1, sketch in row 2), Eleven output images generated with different noise codes are visualized.

Table 4: Effect of the PD loss on precision and recall for measuring the fidelity and diversity, respectively, on the CelebA-HQ Dataset.

4.2. Analysis of Experiments

4.2.1 Enhanced Diversity

Because the PD loss proposed in this paper can improve the diversity of the generated images, we analyze the effect of the PD loss by taking recall and precision measurements. As shown in Table 4, as a result of applying the PD loss, the recall value is improved by about 3.5%, and the precision shows a decrease of about 0.77% on average, showing minimal degradation of visual quality. In addition, the recall is improved in all conditions; in particular, for the color and grayscale condition settings, both precision and recall are improved. From this result, applying the PD loss can increase the diversity while maintaining similar fidelity outcomes. Fig. 5 visualizes the result for a qualitative comparison of cases with and without the PD loss. The PD loss encourages the model to generate more diverse images compared to those without this loss, not only on the hair and skin color but also on the illumination.
Figure 6: Effects of the pose-penalty when attaching the diversity-sensitive loss when training. As shown in (a), for the result trained without a pose-penalty, the canonical view varies as different shape noise codes are sampled. In contrast, the result trained with a pose-penalty maintains the canonical view with different shape noise codes. (b) shows the standard deviation of head poses of randomly generated canonical view images.

4.2.2 Pose Penalty

To validate the importance of the pose-penalty in relation to the diversity-sensitive loss [43] for our method, we conduct an ablation study to confirm the effect of the pose-penalty when attaching the diversity-sensitive loss when training. As shown in Fig. 6 (a), the diversity-sensitive loss alone prevents the network from learning the canonical views of objects. This implies that the model maximizes the pixel-level difference causing the pose difference of the output image, which is an undesirable effect. With the PD loss, the network properly learns to maximize the style difference while maintaining the pose. For a quantitative validation, we measure the head poses of randomly generated canonical view images using the pre-trained head pose estimator [44]. As shown in Fig. 6 (b), view-consistency is maintained with a pose-penalty by a large margin compared to the result without a pose-penalty, by showing the lower standard deviation of angles of identical view images. Note that the difference in the standard deviation of the rotation angle is larger than that in the elevation angle, as the prior camera pose distribution has a broader range of the rotation angle.

4.2.3 Results of CUB-200

Fig. 7 shows qualitative results on the CUB-200 dataset for text input condition. Our proposed model successfully utilizes contextual information in the given text input to generate conditional multi-view images. However, for most existing NeRF-based generative models, we empirically find that the visual quality is degraded for CUB-200 dataset in certain range of viewpoints. We suppose the performance degradation comes from large discrepancy between the prior camera pose distribution and the real one, as described in [22]. We plan to address this issue for future work.

5. Conclusion

In this paper, we propose a novel conditional generative model called CG-NeRF, which takes the existing generative NeRF to the next level. CG-NeRF creates photorealistic view-consistent images reflecting the multimodal condition inputs, such as sketches or text. Our framework also effectively extracts both the shape and appearance from the condition and generates diverse images by adding details through noise codes. In addition, we propose the PD loss to enhance the variety of generated images while maintaining view consistency. Experimental results demonstrate that our method achieves state-of-the-art performance qualitatively and quantitatively based on the quality metrics of FID, precision, and recall. In addition, the proposed method generates various images reflecting the properties of the condition types in terms of the shape and appearance.
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