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Abstract

Image completion is a research field which aims to gen-
erate visual contents for unknown regions of an image. Im-
age outpainting and wide-range image blending, which we
refer to as extensive painting, are considered challenging
because compared to the large unknown regions, relatively
less context is provided. Some recent studies have tried to
decrease the complexity of extensive painting by generat-
ing image hints for the missing regions. In this paper, we
introduce a novel modality of hints, the natural language.
Moreover, we propose a Captioning-based Extensive Paint-
ing (CEP) module, which combines models for two differ-
ent multi-modal tasks: image captioning and text-guided
image completion. In order to generate appropriate cap-
tions for masked images, the image captioning model is op-
timized using self-critical sequence training (SCST) method
with random masks. The biggest benefit of our methodol-
ogy is the accessibility to well-designed image captioning
and text-guided image manipulation models such as OFA
and GLIDE without the need for additional architectural
changes. In evaluation, our model demonstrates remark-
able performance even with complicated image datasets
both quantitatively and qualitatively.

1. Introduction

Everyone should be familiar with Mona Lisa, the mas-
terpiece by Leonardo da Vinci, but have you ever imagined
what kind of skirts and shoes Mona Lisa is wearing? If
so, you have performed a type of image completion, known
more specifically as image outpainting. Image completion
is a research field which aims to generate plausible visual
contents for unknown regions in given images. This re-
search area includes not only conventional tasks, such as
image inpainting [1, 2, 3] and outpainting [4, 5, 6], but also
a newly suggested task, wide-range image blending [7]. Im-
age inpainting is an image restoration task which fills in
missing/masked regions of an input image. By contrast, im-
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age outpainting is a task which aims to extend a given image
beyond its original boundaries. Lastly, wide-range image
blending aims to generate an intermediate image between
two different images so that they form a single panoramic
image. Image outpainting and wide-range image blending
have been proven to be more difficult compared to image
inpainting because they create novel contents for a larger
area and have less contextual information to take reference
from. As such, we have decided that tackling image out-
painting and wide-range image blending would be an ex-
cellent way to demonstrate the competency and efficiency
of our method (Fig. 1). For convenience, we refer to the
two challenging tasks as extensive painting.

Recently, there have been efforts to solve the lack of in-
formation problem by generating image hints for the miss-
ing regions. One of the techniques that has been instituted
to resolve this issue is Bidirectional Rearrangement (BR)
[8], which utilizes the opposite parts of the input image as
hints by switching the left and rights sides, and fills in the
gap between the two split images. In addition, the Mir-
rored Rearrangement (MR) [9] predicts missing region by
using the mirror flipped input image as hints. While the im-
age hints made by the BR and the MR methods have only
been applicable to symmetrical images due to structural rea-
sons, a more recent study, Image-Adaptive Hint (IAH) [10],
expands upon the hint-based method to asymmetrical im-
ages. IAH generates image hints via Vision Transformer in
an image-adaptive way. Although various hint-generation
methods have been implemented, the output hints are lim-
ited to the image format.

In this paper, we introduce a novel modality of hints for
extensive painting tasks, the natural language. As shown in
Fig. 2, to incorporate language hints to extensive painting,
our unified framework named Captioning-based Extensive
Painting (CEP) module consists of two multi-modal tasks:
an image captioning task and a text-guided image manipu-
lation task. Firstly, the image captioning module generates
language hints by capturing semantic and textual informa-
tion of the given images. Secondly, with the guidance of the
language hints, the text-guided image manipulation module
generates visual contents for masked regions that are in line
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Figure 1. Illustration of image outpainting and wide-range image blending. Image outpainting is a task which aims to extend a given
image beyond its original boundaries. Wide-range image blending aims to generate an intermediate image between two different images so
that they form a single panoramic image. Compared to the state-of-the-art algorithm of each task, our method has outstanding performance.
Red boxes indicate generated regions.

with the content of the unmasked regions. For each im-
age outpainting task, hint generation and hint-guided image
editing are each performed once. On the contrary, for the
wide-range image blending task, image outpainting on the
two input images is repeated until the gap between the two
images is completely filled. In the end, to ensure smooth
transition, our framework performs image inpainting on the
very middle part of the generated intermediate image.

The most important part of our CEP module is image
captioning. No matter excellent the text-guided image ma-
nipulation models are, the final results of our unified frame-
work heavily depend on the captions. Nonetheless, existing
captioning models are incapable of generating proper cap-
tions for the masked images because they have been trained
only on complete images. For instance, during our ex-
periment, the captioning model repeatedly recognized the
masked image as a combination of two different images,
and generated inappropriate prefixes such as ‘two pictures
of’, resulting in generation of semantically awkward im-
ages. To solve this problem, we added to our CEP module
an optimizing process using self-critical sequence training
(SCST) method with randomly masked images and their
matching captions. As a result, our optimized captioning
model is able to predict an appropriate caption regardless
of the mask shapes. Most importantly, it can generate lan-
guage hints for various image completion tasks, which was
never possible for prior hint-based methods [8, 9, 10] due to
their dependency on image structures.

Another benefit of our module is the accessibility to var-
ious pretrained models. Since both image captioning and
text-guided image manipulation have been popular even
among many multi-modal tasks, various algorithms are
available. For example, popular algorithms such as One For
All (OFA) [11] and ClipCap [12] are for the image cap-

tioning task, while GLIDE [13] and a text-drive blended
diffusion [14] are for the text-guided image manipulation
task. All of the algorithms mentioned above have achieved
a remarkable level of performance. In particular, trained on
hundreds of millions of data, large-scale text-guided image
synthesis models are capable of generating photo-realistic
images across most of the image domains [15]. By taking
advantage of these multi-modal models, our module is able
to generate semantically plausible and realistic images for
image outpainting, as well as for wide-range image blend-
ing.

In essence, our main contributions include:

• We introduce natural language hints for image comple-
tion tasks, specifically for image outpainting and wide-
range image blending. We refer to the two challenging
tasks as extensive painting in reference to their large
unknown regions. Although there have been efforts to
utilize image hints for image outpainting tasks, we are
the first to generate hints in a language format.

• We optimized an image captioning model with a large-
scale caption dataset, using random masks. As a re-
sult, our image captioning model generates appropri-
ate language hints for various image completion tasks,
regardless of the mask shapes.

• Our framework can utilize various algorithms for the
image captioning task and the text-guided image ma-
nipulation task, and links them together for exten-
sive painting. Thanks to the recent progress in multi-
modal tasks, especially in the text-guided image syn-
thesis task, our module achieves remarkable perfor-
mance and high level of generalization in image do-
mains.
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Figure 2. Overall process of extensive painting with the proposed CEP module. Left: Image outpainting is performed through our CEP
module which consists of image captioning and text-guided image manipulation networks. A masked image is passed through the image
captioning network to generate the language hint. Then, with the language hint, the missing regions are predicted by an text-guided image
manipulation network. Right: Wide-range Image blending consists of three stages. First two stages repeat image outpainting for N , M
times on different images with the reverse direction. For a natural connection, the predicted output from the previous step is used as the
input for the next step. Then, to blend the resulted images, in the image blending stage, we mask the disconnected region and pass it
through our CEP module once.

2. Related Work

2.1. Image Completion

The two major tasks of image completion include im-
age inpainting and image outpainting. Classic approaches
for both tasks were mostly patch-based [16, 17, 18, 19, 20],
which find patches from known regions for each masked
region. However, these methods often failed to learn se-
mantic structures and had limited abilities to generate new
contents. On the contrary, learning-based methods [1, 2, 3]
were relatively better at capturing semantics. As for im-
age outpainting, due to the lack of adjacent information and
larger unknown area, there have been efforts to generate vi-
sual hints for the missing regions [8, 9, 10]. Recently, [7]
proposed a new image completion task, wide-range image
blending, which aims to merge two different images into
one by generating appropriate contents in between the two
images. For this task, [7] presents an encoder-decoder ar-
chitecture, which sequentially predicts the feature represen-
tations for the intermediate region.

2.2. Image captioning

Modern image captioning models typically employ an
encoder-decoder architecture [21, 22, 23], in which the en-
coder extracts visual features from an image and the de-
coder generates a sequence of words from the extracted vi-
sual features. To train an image captioning model, cross en-

tropy loss followed by reinforcement learning [24] is com-
monly used. Such training method enables the usage of
non-differentiable caption metrics as optimization objec-
tives. Recently, there were efforts to adopt vision-language
pretraining on large image-text corpus to image captioning
tasks [25, 26].

2.3. Text-guided Image Manipulation

Initially text-guided image manipulation models focused
on editing an image according to a given text prompt and
the model decided which part of the image to edit [27].
[28] introduces a text-guided image manipulation model
which generates contents only for desired regions using a
dual attention mechanism. Recent works further improve
the performance of text-guided image manipulation models
by training them on large scale datasets [13, 14].

3. Proposed Method
In this section, we provide an overview of our frame-

work, which is shown in Fig. 2. Our framework, named
Captioning-based Extensive Painting (CEP) module, com-
prises two types of networks 1) an image captioning net-
work GCAP for language hints generation and 2) a text-
guided image manipulation network, GIM . Basically, when
a masked image is given as an input, GCAP generates lan-
guage hints by captioning the masked image. Then, using
the language hint, GIM generates images for the masked re-
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gion. The two parts of CEP module operate in a pair to con-
duct either image outpainting or wide-range image blend-
ing, the two most challenging image completion tasks. In
the following sections, we describe the process of the CEP
module in details. Then, we will explain how to apply the
CEP module to extensive painting tasks.

3.1. Captioning-based Extensive Painting Module

Typically, image completion for large unknown area is
challenging due to the limited amount of neighbouring in-
formation. Therefore, the goal of generating hints during
extensive painting is to provide as detailed as possible in-
formation about the input image [12]. In order to meet the
goal, we adopt an image captioning model, which aims to
describe the contents of an image with natural language.
Then, using this caption as a hint, we fill in the missing re-
gion of the image using a text-guided image manipulation
network. Overall process is as follows:

Let IGT be the ground-truth image and M be the binary
image (1 for the missing region and 0 for the background).
Then, an incomplete image can be represented as:

IIC = IGT ⊙ (1−M), (1)

where ⊙ denotes the Hadamard product. The image cap-
tioning network generates the text caption used for the lan-
guage hint

Thint = GCAP (IIC). (2)

After obtaining Thint, text-guided image manipulation
network GIM generates a complete image. The masked im-
age IIC and the language hint Thint were used as inputs as
follow:

Ipred = GIM (IIC , Thint) , (3)

where Ipred denotes the final output result.
Image Captioning Network Image captioning is the most
popular task in the multi-modal field. However, existing im-
age captioning models have been trained only on complete
images. Therefore, they are incapable of generating proper
captions of the masked images. To overcome this prob-
lem, we perform additional training with randomly masked
dataset Irand = IGT ⊙ (1 − M̃), where M̃ is the random
mask.

For image captioning, we optimized a language model,
which was pre-trained over a large dataset, with self-critical
sequence training (SCST) approach [24, 29, 30]. This ap-
proach is based on the REINFORCE algorithm [31], where
the reward is set to the metric used at the test time. Given
the sentence T s

hint sampled from the policy during training
and a captioning model with parameters θ, we minimize the
negative expected reward:

LR(θ) = −ET s
hint∼pθ

[r(T s
hint)] , (4)

where r is the reward computed by an evaluation metric
(e.g. CIDEr), by comparing the generated sequence to the
corresponding ground-truth sequences. Then, the gradient
of (4) can be approximated by:

∇θLR(θ) ≈ −
(
r(T s

hint)− r(T̂hint)
)
∇θ log pθ(T

s
hint),

(5)
where r(T̂hint) is the baseline reward obtained by greed-
ily decoding the model. This gradient tends to increase
the probability of the caption sampling from the policy
during training than the reward from the current model
[32]. Through this process, our newly optimized captioning
model is able to predict the appropriate caption, regardless
of the mask shapes.

One of the advantages of language hints over image hints
is that it works well regardless of the image completion
tasks. Prior image hint-based methods [8, 9, 10] have large
dependency on image structure. More specifically, BR [8]
and MR [9] are applicable only to symmetric images, since
they either rearrange the input image by switching the left
and right side, or mirror the input image next to the masked
region. Moreover, IAH [10] can generate only fixed size
hints. On the contrary, since the CEP uses other modality
as the hint, it can be applied to any type of image comple-
tion without any restrictions.

Text-guided Image Manipulation Network Recently,
thanks to the works on massive text-image paired datasets
[15, 33, 34, 35], large-scale language-vision models such
as GLIDE [13], Imagen [36], DALL-E [36], and text-
drive blended diffusion [14] have achieved an unprece-
dented level of generalization. In other words, these large-
scale models trained on large-scale datasets are compe-
tent in zero-shot image generation on a wide range of do-
mains, even compared to models trained on the specific
dataset. Therefore, we simply utilize these models without
any change. We expect these benefits to enrich various real-
life applications of extensive painting. Next, we will ap-
ply our CEP module to the most difficult image completion
tasks, image outpainting and wide-range image blending.

3.2. Image Outpainting

The goal of image outpainting is to generate the outside
of the images when the given information is only the inside
of the images. Generally, the outpainting task predicts a
single side or both sides of images in horizontal direction.
Since we optimized the image captioning network of the
CEP module for random masked images, we can perform
the outpainting task by putting only the mask correspond-
ing to the missing region and passing it through the CEP
module.
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Table 1. Quantitative results for the image outpaitning task on Landscape [6], Landmarks [37], and AmsterTime [38] dataset, using metrics
on F́renchet Inception Distance (FID) [39] (the lower, the better) and Kernel Inception Distance (KID) [40] (the lower, the better). The best
score for each column is depicted in bold letters.

Outpainting Landscape Landmarks AmsterTime
Method FID KID FID KID FID KID

CEP (ours) 25.46 0.001 13.48 0.001 26.98 0.002
Boundless [4] 44.19 0.011 22.38 0.011 59.12 0.026

Image Outpainting [41] 75.79 0.038 62.67 0.055 84.91 0.086
SRN [5] 37.07 0.016 37.49 0.030 63.12 0.034

NS-OUT [6] 52.28 0.072 43.87 0.030 66.84 0.038
Palette [42] 64.66 0.038 15.31 0.004 39.22 0.009

Table 2. Quantitative results for wide-range image blending task on Landmarks [37], Scenery [6], and AmsterTime [38] datasets using
metrics on on FID [39] (the lower, the better), and KID [40] (the lower, the better). The best score for each column is depicted in bold
letters.

Wide-Range Image Blending Landmarks Scenery AmsterTime Image 4K
model FID KID FID KID FID KID FID KID

CEP (ours) 20.39 0.004 38.05 0.017 29.43 0.003 29.41 0.003
BRIDGE [7] 36.72 0.022 36.31 0.011 71.95 0.047 40.65 0.009

CA [3] 52.49 0.016 91.87 0.074 43.46 0.021 61.46 0.028
PEN-Net [43] 79.57 0.035 159.70 0.115 74.67 0.047 86.71 0.049

Hifill [44] 70.90 0.041 139.39 0.123 74.82 0.058 76.57 0.042
SRN [5] 94.35 0.041 70.94 0.039 81.21 0.048 123.58 0.109

NS-OUT [6] 103.77 0.090 82.69 0.044 135.63 0.144 116.64 0.069

3.3. Wide-range Image Blending

To perform the wide-range image blending task, the
overall process consists of three stages. Stage 1 is the multi-
step prediction, which repeats outpainting using the pre-
dicted output from the previous step as the input for the
next step. In stage 2, outpainting is repeated in the oppo-
site direction to stage 1 until the two extrapolated images
become connected. Finally, in stage 3, we apply a mask to
the disconnected region and pass the masked image through
our CEP module once.

4. Experiments

4.1. Baseline methods

Our proposed CEP module is model-agnostic for both
image captioning and text-guided image manipulation
tasks. For the image captioning task, we implemented OFA
[11] and ClipCap [12], and for the text-guided image ma-
nipulation task, we utilized GLIDE [13] and the text-driven
blended diffusion model [14].

4.2. Datasets

We evaluate our module on conventional datasets for ex-
tensive painting, Scenery6000 [6] and Beach datasets [41].
We further conduct experiments on complicated datasets
such as AmsterTime [38] and Landmarks [37] datasets.
Beach dataset [41] This dataset was generated by select-

ing images from ’beach’ category of place365 [45]. It con-
sists of 9,465 train images and 1,050 test images, each with
256× 256 pixel resolution.
Scenery6000 dataset [6] This dataset contains scenery im-
ages of varying sizes. Among the 6,040 images in total,
1,000 are for testing, and 5,040 images are for training.
AmsterTime dataset [38] This dataset includes 1,231 im-
ages of Amsterdam’s urbanscape, with 800× 600 pixel res-
olution.
Landmarks Dataset [37] This dataset contains 26,397 train
images and 3,103 test images of landmarks around the
world, ranging from natural landscapes to architectures.
4K dataset This is a Kaggle provided dataset composed of
various scenery images and object images in 4K resolution.
All of the 2,056 images were used for testing.

4.3. System Set-up

To optimize OFA [11] via SCST optimization using
CIDEr evaluation metric, we utilize the most commonly
used MS COCO Caption dataset [46]. Opimization is con-
ducted for 5,000 steps with a batch size of 2 and a learning
rate of 5e-6. As for the other image captioning model [12]
and text-guided image manipulation models [13, 14], the
original setup is used.

For image outpainting, input images are cropped and
resized into the resolution of 256 × 256, and for wide-
range image blending, input images are first cropped and
resized into the resolution of 768 × 256. Then for self-
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Figure 3. Qualitative results of image outpainting task on AmsterTime dataset.

reconstruction, the middle 256×256 region is cropped, and
the remaining left 256 × 256 and right 256 × 256 regions
serve as the two input images. The mask shape for image
outpainting is 128 × 256. For wide-range image blending,
the mask shape for extrapolation step is 128 × 256 and for
inpainting step, 64 × 256. All models are implemented on
4 NVIDA GeForce RTX 3090 GPUs.

4.4. Quantitative Results

We used Frenchet Inception Distance (FID) [39] and
Kernel Inception Distance (KID) [40] as our evaluation
metrics. Note that we have utilized weights for Land-
marks dataset to test on AmsterTime dataset, for their vi-
sual similarities and the lack of training images for Amster-
Time (AmsterTime dataset contains 1,231 images in total,
whereas Landmarks dataset possesses 26,397 images just

for training).

Image Outpainting The results for image outpainting task
on Landscape, Landmarks, and AmsterTime datasets are
summarized in Table 1. Our CEP module outperforms
all baselines, including the state-of-the-art image comple-
tion model Palette [42]. Moreover, while the Palette model
scores particularly high in Landmarks dataset, in which the
number of training images is large, our module constantly
achieves high scores in all datasets.

Wide-Range Image Blending The quantitative results are
shown in Table 2. In all datasets except for Scenery dataset,
our method beats every baseline, even the BRIDGE model
[7], which was particularly designed for this task.
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Figure 4. Qualitative results of wide-range image blending task on Image 4K dataset.

4.5. Qualitative Results

Fig. 3 shows qualitative results of conventional outpaint-
ing algorithms and the CEP module on AmsterTime dataset.
Previous methods tend to produce structurally unnatural im-
ages, but our method produces structurally coherent and
content-preserving images. This characteristic also main-
tains for wide-range image blending task. As shown in Fig.
4, our method produces clean and semantically meaning-
ful images while BRIDGE, the state-of-the-art method in
wide-range image blending, produces repetitive structures.
Additional results are to be found in the appendix.

4.6. Ablation Studies

Effect of optimizing an image captioning model Image
captioning models created inaccurate prefixes when given
masked images, such as “two photos of” and its variants.
When text-guided image manipulation models were pro-
vided with such inaccurate captions, they generated two di-
vided images during wide-range image blending as shown
in Fig. 5. Thus, we measured the effect of optimizing an im-
age captioning model, OFA, using SCST method with ran-
dom masks. Then, we counted the number of false prefixes.
As summarized in Table 3, SCST optimization successfully
reduces the number of error cases.
Effect of captions for extensive painting In Fig. 6, we
closely look at the effect of captions for extensive painting.

Figure 5. Effect of optimizing an image captioning model on
wide-range image blending; Withoutthe SCST optimization pro-
cess, the text-guided image manipulation model generated two di-
vided images, whereas with the optimization process, we obtained
smoothly blended images

In the image outpainting task, a canal was included in the
generated image, because of the word “canal” in the cap-
tion. Note that this was not included in the initial image.
Also in the image blending task, a yellow beak of an ea-
gle was generated through the caption, “eagle with yellow
beak”. This indicates that image captions for missing re-
gions generate diverse and natural images.
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Figure 6. Effect of captions for extensive painting; Image captions
for missing region provides diverse and natural images. Red boxes
indicate generated regions.

Table 3. Effect of SCST optimization on the image captioning
model; Image captioning model OFA [11] was optimized via
SCST method using CIDEr with randomly masked COCO caption
dataset [46]. GLDIE [13] was used for image text-guided image
manipulation, and evaluation was conducted on image 4K dataset.

OFA training # of False prefixes FID KID
w/o training 1055 33.81 0.003
w/ training 3 32.55 0.002

Table 4. Effect of mask sizes; Image inpainting was conducted at
the last stage of wide-range image blending on Landmarks dataset
[37], using OFA [11] and GLIDE [13] with varying mask widths.

mask size FID KID
32 21.15 0.004
64 20.85 0.003
96 20.90 0.003

128 22.12 0.004

Table 5. Comparison of hint-based image outpainting models on
beach dataset.

Method Hint Format FID
CEP (ours) Language 24.95

BR [8] Image 37.19
MR [9] Image 36.65

IAH [10] Image 31.81

Effect of Mask Sizes In the final step of wide-image blend-
ing, we masked the very center of the panoramic image and
performed image inpainting for a smooth transition. From
Table 4, we can conclude that performing image inpainting
using a mask with a width of 64, yields the best results.

Comparison on hint-based methods We compared our
method with conventional hint-based methods on beach
dataset. As shown in Table 5, our algorithm was superior
to the existing ones.

Comparison on captioning models Finally, we compared
the results of our method using different captioning models.
In Table 6, the CEP module with OFA outperformed the
CEP module with ClipCap.

Table 6. Comparison of captioning models on Landmarks dataset.

Captioning Model FID KID
OFA [25] 13.48 0.002

ClipCap [12] 16.35 0.003

Figure 7. Failure cases; The word ”blurry” in captions generated
blurry images. Red boxes indicate generated regions.

4.7. Limitations

Our method fails in certain cases. As shown in Fig. 7 the
image captioning model generates a caption containing a
word “blurry” for blurry images. As a result, the image gen-
eration model generates exaggeratedly blurry images when
given captions with a word “blurry”. Another limitation of
our CEP module employing GLIDE [13] is that the resolu-
tion of the output at each step is limited to 256× 256.

5. Conclusion

In this paper, we propose a novel modality of hints, the
natural language, and incorporate it to image outpainting,
and even to wide-range image blending tasks. Since the
proposed captioning-based Extensive Painting (CEP) mod-
ule can adopt any image captioning and text-guided image
generation algorithms for each hint generation and image
generation network, we take advantage of the well-designed
pretrained models. For both tasks, our module outperforms
the baseline models most of the times, and generates photo-
realistic images even for semantically complicated images.
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