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Abstract

Fashion attribute editing is a task that aims to convert the semantic attributes of a given fashion image while preserving the irrelevant regions. Previous works typically employ conditional GANs where the generator explicitly learns the target attributes and directly execute the conversion. These approaches, however, are neither scalable nor generic as they operate only with few limited attributes and a separate generator is required for each dataset or attribute set. Inspired by the recent advancement of diffusion models, we explore the classifier-guided diffusion that leverages the off-the-shelf diffusion model pretrained on general visual semantics such as Imagenet. In order to achieve a generic editing pipeline, we pose this as multi-attribute image manipulation task, where the attribute ranges from item category, fabric, pattern to collar and neckline. We empirically show that conventional methods fail in our challenging setting, and study efficient adaptation scheme that involves recently introduced attention-pooling technique to obtain a multi-attribute classifier guidance. Based on this, we present a mask-free fashion attribute editing framework that leverages the classifier logits and the cross-attention map for manipulation. We empirically demonstrate that our framework achieves convincing sample quality and attribute alignments.

1. Introduction

Denoising diffusion models [11, 33, 7, 26, 30] have recently gained great attention from the research community for their impressive synthesis quality, training stability and scalability. They have demonstrated promising performances across diverse tasks and benchmarks spanning unconditional image synthesis [7], text-driven image generation [26, 30, 21], image manipulation [3, 10] and video synthesis [13]. Nevertheless, studies on diffusion models are far from complete; unlike traditional generative model families such as Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs), the true potential of diffusion models are yet to be fully disclosed.

One of the reasons for the popularity of diffusion models is their natural capacity to incorporate conditioning information into the generative process. Conditional diffusion models typically rely on classifier-guidance [7] or classifier-free-guidance [12], where the former requires a separately trained classifier (independent of the diffusion model) while the latter involves condition-aware training of the diffusion model from the beginning. Classifier-guidance, in particular, provides a means to leverage the off-the-shelf diffusion model trained on general visual semantics such as Imagenet [6], which can be particularly useful for domains with insufficient public data. 1

Fashion domain, being the heart of modern e-commerce, has huge practical upside but retains relatively little publicly available data due to privacy and proprietary issues. To make things worse, the visual semantics are significantly distant from the common generative benchmarks such as Imagenet or FFHQ [14], strongly demanding an adequate adaptation procedure. For these reasons, the field of fashion has been relatively less explored in the deep learning community despite its industrial values.

Image manipulation is a generative task that aims to control the semantics of an input image while preserving the irrelevant details. Fashion image manipulation has great applications in fashion design, interactive online shopping, and personalized marketing. Thus several works [2, 24, 18] have posed this task as fashion attribute editing task, i.e., attribute-guided image manipulation, and delivered promising results. However, their real world applications are significantly restricted as (1) they train a separate generative model (typically GAN) for each fashion dataset, and (2) their editing operations are limited to few predefined attributes such as color or sleeve length, as the generative model has to learn to convert these attributes during training. As these limitations render them short for a generic
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1Classifiers are generally easier and more straightforward to train or finetune compared to generative models under limited data.
and scalable editing system, we propose to employ an off-the-shelf diffusion model trained on a general semantic domain such as Imagenet, and guide its editing with a domain-specific classifier. To the best of our knowledge, this is the first attempt to introduce diffusion models to the fashion domain, especially fashion attribute editing.

This approach has clear advantage over the prior art for several reasons. First, training a classifier is generally much simpler and easier than training a generative model under limited data. As there is clear shortage of well-annotated fashion images, we present an efficient finetuning strategy that empowers the classifier to reason a wide range of fashion attributes at once with the help of recently proposed attention-pooling technique [36].

Second, as the capacity to understand different fashion attributes has been transferred to the classifier, our manipulation framework can operate in a much greater scale, covering attributes like item category, neckline, fit, fabric, pattern, sleeve length, collar and gender with a single model. This is in clear contrast to previous works that supports only a few editing operations with separate models. We later show that training attribute-editing GANs with such a wide set of attributes leads to total training collapse (Fig. 3). Last, we can edit multiple attributes at once in an integrated manner, since we use the guidance signal of a multi-attribute classifier. This is particularly important for fashion domain as various attributes must be in harmony with one another to yield an attractive output.

Our fashion attribute classifier adopts a pretrained ViT backbone and a finetuned attention pooling layer in order to best perform multi-attribute classification with relatively small training dataset. We use the gradient signal of this classifier to guide the diffusion process as done in [3, 7], thus we can alter more than one attributes at once. For local editing of images, using a user-provided mask that explicitly marks the area to be edited is the most straightforward and widely used approach [3]. However, we leverage the natural capacity of our attribute classifier to attend to the relevant spatial regions during classification, and use the attention signal to suppress excess modifications of the original image. This frees the users from the obligation to designate the specific region of interest and simplifies the image manipulation pipeline.

In sum, our contributions can be summarized as

- We introduce classifier-guided diffusion as a simple yet generic and effective framework for fashion attribute editing.
- We empirically present an efficient finetuning scheme to adapt a pretrained ViT for a domain-specific multi-attribute classification setting.
- We demonstrate the effectiveness of our framework with thorough evaluations.

2. Related Works

Diffusion Models [32, 11] are a family of generative models that convert a Gaussian noise into a natural image through an iterative denoising process, which is typically modeled with a learnable neural network such as U-Net [29]. They have gained the attention from both the research community and the public with their state-of-the-art performances in likelihood estimation [11, 22] and sample quality [7, 30, 26]. Specifically, they have demonstrated impressive results in conditional image synthesis, such as class-conditional [7], image-conditional [20] and text-conditional [30, 26] settings. Conditioning a diffusion model is typically done with either the classifier-guidance [7] or the classifier-free-guidance [12], and conditional diffusion models have been shown to be capable of learning an extremely rich latent space [21, 26]. Recently, a line of works [33, 28] focus on improving the sampling speed of diffusion model, by either altering the Markovian noise process or embedding the diffusion steps into a learned latent space. Another group [15, 3, 10] studies the applications of diffusion models such as text-guided image manipulation.

Image Manipulation or image editing has been a long standing challenge in the computer vision community with a wide range of practical applications [39, 23, 16, 17]. Image manipulation with deep models typically accompany editing operations in the latent space to produce semantic and natural modifications. Hence, image manipulation with Generative Adversarial Networks (GANs) poses a new problem of GAN inversion [35, 27], which is the initial step to find a latent vector corresponding to the image that needs to be altered. Recently, as diffusion models rise as prominent alternatives, image manipulation using diffusion models are widely being studied. Blended-diffusion [3] uses a user-provided mask and a textual prompt during the diffusion process to blend the target and the existing background iteratively. A concurrent work of ours, prompt-to-prompt [10] captures the text cross-attention structure to enable purely prompt-based scene editing without any explicit masks. In our work, we take blended-diffusion as the starting point, and incorporate a domain-specific classifier and its attention structure for mask-free multi-attribute fashion image manipulation.

Fashion Attribute Editing is a highly practical task for which several works have been studied. AMGAN [2] uses Class Activation Map and two discriminators that identifies both real/fake and the attributes. Fashion-AttGAN [24] improves upon AttGAN [9] to better fit the fashion domain, by including additional optimization objectives. VPTNet [18] aims to handle larger shape changes by posing attribute editing as a two-stage procedure of shape-then-appearance editing. These works all employ the GAN framework, and thus the range of attributes supported for editing is relatively lim-
3. Approach

3.1. Preliminaries

**Denoising Diffusion Probabilistic Models (DDPMs)** [11] learn to invert the Markovian noising process which is typically parameterized by isotropic Gaussian. They were shown to achieve the best performance under the reweighted objective [11], and have demonstrated state-of-the-art performances on a wide range of generative benchmarks [7, 30]. We present a brief overview of diffusion models below.

Given a clean data distribution $x_0 \sim q(x_0)$, a Markovian noise process can be defined as:

$$q(x_{t} | x_{t-1}) = \mathcal{N}(\sqrt{1-\beta_t} x_{t-1}, \beta_t I)$$

$$q(x_1, ..., x_T | x_0) = \prod_{t=1}^{T} q(x_t | x_{t-1})$$

with $\beta_t$ being the noise scale controlling the diffusion process and $I$ being the identity matrix. It is shown that with a large enough total time steps $T$, $x_T$ can be regarded as an isotropic Gaussian variable. As we are gradually adding Gaussian noises, an arbitrary noising step can be directly computed as

$$q(x_t | x_0) = \mathcal{N}(\sqrt{\alpha_t} x_0, (1-\alpha_t) I)$$

with a scalar $\alpha_t = \prod_{i=1}^{t} (1-\beta_i)$.

To sample under the diffusion framework, we **reverse** the forward denoising process. In other words, we begin with a Gaussian noise $x_T \sim \mathcal{N}(0, I)$, and go through a series of posterior sampling steps, $x_{t-1} \sim q(x_{t-1} | x_t)$, which is typically modeled with a neural network with learnable parameters $\theta$:

$$p_\theta(x_{t-1} | x_t) = \mathcal{N}(\mu_\theta(x_t, t), \Sigma_\theta(x_t, t))$$

[11] shows that with mild assumptions, this posterior can be represented as a Gaussian distribution with a diagonal covariance and the mean $\mu_\theta(x_t, t)$ can be computed from $\epsilon_\theta(x_t, t)$. Thus, the neural network is trained to predict the noise $\epsilon_\theta(x_t, t)$ instead of the mean under the following reconstruction objective:

$$\mathcal{L} = ||\epsilon_\theta(x_t, t) - \epsilon||^2$$

Several works [22, 7] recently introduce empirical strategies to produce samples with better quality, such as model architecture and objective weighting.

**Blended-Diffusion** [3] adapts the diffusion model for the text-driven image manipulation task. Employing a user-provided regional mask $M$, a pretrained vision-language encoder, e.g., CLIP [25], provides guidance to form a text-aligned visual semantic in the masked region. At each diffusion step, the masked region guided by CLIP and the unmasked background region are **blended** to form a smooth and natural visual composition. To evade adversarial effects stemming from ascending gradients of CLIP logits, the authors propose **Extending Augmentations** that create multiple views of a given image. In this work, we propose to tailor this generic editing framework for fashion domain with concise modifications. We first show that naively applying this general framework yields suboptimal results, then present an efficient finetuning technique to prepare a multi-attribute fashion classifier that is capable of reasoning different spatial regions for classification of different attributes. Lastly, we leverage its natural attention map for mask-free fashion attribute editing, completing an extremely simple and generic fashion image manipulation framework. The overall procedure of ours is described in Procedure 1.

**Figure 1.** Naive application of blended-diffusion in fashion domain leads to suboptimal results.
Figure 2. Overall pipeline of our proposed framework. A predicted clean image is first patch-embedded as input to the ViT backbone. The attention-pooling layer on top of the ViT returns attribute logits and the cross-attention maps, which are used to guide the diffusion steps.

Procedure 1 Our proposed fashion attribute editing pipeline, with the off-the-shelf diffusion model $\theta$ and the attribute classifier $f$.

Input: original image $X$, target attributes $A$, diffusion step $k$, number of augmentation views $N$ and attribute loss weight $\lambda$

Output: edited output $\hat{X}$

\[
X_k \sim \mathcal{N}(\sqrt{\bar{\alpha}_k}X_0, (1 - \bar{\alpha}_k)I)
\]

for $t$ in $k:0$ do

$\hat{X}_0 \leftarrow \sqrt{1 - \alpha_t}(X_t, t)$

$\hat{X}_0, \text{aug} \leftarrow \text{ExtendingAugmentations}(\hat{X}_0, N)$

$\nabla_{\text{attr}} \leftarrow \frac{1}{N} \sum_{i=1}^{N} \nabla X_{0, \text{aug}}, f(\hat{X}_0, A)$

$\bar{M} \leftarrow \frac{1}{|A|} \sum_{j=1}^{|A|} \text{AttentionMap}(f, \hat{X}_0, A)$

$\nabla_{\text{bckg}} \leftarrow -\nabla X_0, \nabla_{\text{bckg}}(X, \hat{X}_0, \bar{M})$

$\nabla_{\text{total}} \leftarrow \lambda \nabla_{\text{attr}} + \nabla_{\text{bckg}}$

$X_{t-1} \sim \mathcal{N}(\mu_0(X_t) + \Sigma_0(X_t) \nabla_{\text{total}}, \Sigma_0(X_t))$

end for

return $X_{-1}$

Attributes reside in different spatial regions. In other words, we have to look at different parts of a clothing to determine different attributes such as neckline or sleeve length. Hence, we adopt recently proposed attention-pooling mechanism [36] to aggregate the spatial features in a learnable way with an additional cross-attention layer. This enables our model to attend to different spatial regions for classification of different attributes. After the attention pooling, each attribute token is projected for classification, and they are optimized with the classic cross-entropy loss formulated as follows:

\[
\mathcal{L}_{\text{cls}} = -\sum_{i=1}^{|A|} \log \frac{e^{x(i)_{\text{target}}}}{\sum_{j=1}^{C(i)} e^{x(j)}} \cdot \mathbb{1}(y(i) \neq -1).
\]

Here, $|A|$ is the number of attributes, $x(i)$ refers to the model prediction for the $i$-th attribute, $C(i)$ is the number of classes for the attribute, and $y(i)$ indicates the ground truth label. We mask those with missing attributes, e.g., neckline for a skirt. Note that we drop the mini-batch notation for brevity.

As ViTs are famous for being notoriously data-hungry [8], we choose to fine-tune a ViT pretrained on a larger dataset. We explore different initialization and finetuning methods and present the best practice for our setting in Sec.4.1.

3.3. Local Image Editing with Patch-level Attention

One of the challenges of image editing is to concisely alter the regions to suit the given condition while keeping the irrelevant parts unchanged. Instead of relying on a user-provided mask as done in [3], we employ the attention map of our classifier to determine the relevant regions. This is distinguished from other works that use separate procedures such as Class Activation Map [38] or Grad-CAM [31], as we simply use the attention map of each attribute token (in the attention pooling layer), which is computed during the classifier forward pass.

Formally, for a multi-attribute image editing, we average-pool the spatial attention maps for the target attribute tokens, and impose background preservation loss on the low-attention regions as follows:

\[
\mathcal{L}_{\text{bckg}} = (1 - \bar{M}) \circ \|\hat{X} - X\|_2 + (1 - \bar{M}) \circ pd(\hat{X}, X),
\]

where $\bar{M}$ refers to the average-pooled spatial attention maps, $\circ$ indicates the Hadamard product, $\hat{X}$ is the predicted output from $X$, and $pd$ is Learned Perceptual Image Patch Similarity (LPIPS) [37], also known as the perceptual distance.

3.4. Overall Framework

We build our framework upon blended-diffusion [3], and make modifications to suit the off-the-shelf diffusion model for fashion attribute editing. First, we replace CLIP guidance with our finetuned classifier guidance that supports
fine-grained multi-attribute editing. Then, we get rid of
the user mask and enforce background preservation with
the classifier attention map. We go through the diffusion
steps with the initial input image, where the classifier guid-
ance signal pulls the diffusion process towards the target
attributes. The overall pipeline is illustrated in Fig. 2.

4. Experiments

4.1. Datasets and Baselines

We use the commonly used Shopping100k [1] dataset
for training and evaluations. As our diffusion model does
not need additional training, we only train the classifier on
this dataset. For baselines, we compare our method with
StarGAN [5] and Fashion-AttGAN [24], two representative
attribute manipulation methods of which the latter is further
suited for the fashion domain. We train these models on
Shopping100k with 8 most common attributes, summing to
100 labels total. The details are specified in Tab. 1.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>#Classes</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>16</td>
<td>Coat, Jacket, Suit, Shirt, T-shirt, Jumper, Shorts, Trouser, Jean, Swimming, Jumpsuit, Pyjamas, Tracksuit, Bottoms, Tracksuit, Skirt, Dress Buttondown, Cutaway, High, Hood, Kent, Lapel, V-neck, Peter Pan, Volant, Shirt, Chin</td>
</tr>
<tr>
<td>Collar</td>
<td>17</td>
<td>Lined, Mandarin, Polo, Round, Shawl, Turndown, V-neck, Peter Pan, Volant, Shirt, Chin, Canvas, Crocheted, Denim, Fleece, Hardshell, Jersey, Jersey Lace, Lace, Mesh, Mesh Jersey, Rib, Softshell, Sweat, Leather</td>
</tr>
<tr>
<td>Fabric</td>
<td>14</td>
<td>Bootcut, Flared, High waist, Jeggings, Large, Animal, Burnout, Camouflage, Choked, Marl, Color gradient, Colorful, Floral, Herringbone, Paisley, Photo, Pinstriped, Plain, Polka dot, Print, Striped</td>
</tr>
<tr>
<td>Fit</td>
<td>15</td>
<td>Loose, Low, Oversize, Regular, Skinny, Slim, Small, Straight, Tailored, Tapered</td>
</tr>
<tr>
<td>Gender</td>
<td>2</td>
<td>Male, Female, Boat, Backless, Cache-coeur, Henley, Low v-neck, Low round, Off-the-shoulder, Round, Square, V-neck, Envelope</td>
</tr>
<tr>
<td>Neckline</td>
<td>11</td>
<td>Animal, Burnout, Camouflage, Choked, Marl, Color gradient, Colorful, Floral, Herringbone, Paisley, Photo, Pinstriped, Plain, Polka dot, Print, Striped</td>
</tr>
<tr>
<td>Pattern</td>
<td>16</td>
<td>3/4, Spaghetti, Sleeveless, Elbow, Extra long, Extra short, Long, Short, Strapless</td>
</tr>
</tbody>
</table>

Table 1. Details on the attributes and their corresponding classes. We use the attribute annotations of Shopping100k dataset.

4.2. Implementation Details

We leverage the unconditional diffusion model pre-
trained on 256x256 scale Imagenet [7]. Surprisingly
enough, despite the fact that the diffusion model has never
seen any fashion-specific images, the classifier alone can
guide fashion attribute editing in the rich latent space of
the diffusion model. For the classifier, we test three initializa-
tion methods: random, Imagenet ViT and CLIP ViT. ViT-
Large model was used for all experiments, and we added an
attention pooling layer on top of the final transformer block.
This attention pooler is essentially a cross-attention layer
with 8 queries, each corresponding to an attribute. These
tokens are linearly projected for final classification.

4.3. Collapse of Attribute-editing GANs under
Wider Attribute Space

Previous methods using attribute-editing GANs typically
focus on one or two attributes (e.g., color or sleeve length),
as these methods enforce the generator itself to learn to rea-
son about different fashion attributes. Hence, we first ob-
serve how these conventional GANs perform in the more
generic manipulation setting, where we tackle most of the
widely used fashion attributes, ranging from item category
to fit and neckline, with a single framework.

Fig. 3 clearly illustrates that naively applying attribute-
editing GANs [5, 24] leads to severe training collapse. As
these methods aim to embed attribute manipulation capacity
into the generator, they have inherent disadvantage for scal-
ability. For multi-attribute editing, e.g., editing the neckline
and the sleeve length, multiple generative models have to be
trained to perform a sequence of manipulation operations,
which greatly limits their practical applications.

4.4. ViT Finetuning

As demonstrated in the previous section, training an
attribute-aware generative model is not a scalable option.
Therefore, we investigate ways to leverage a well trained
generative model with a domain-specific attribute-aware
classifier, deferring the attribute reasoning capacity to the
classifier for the sake of a generic and scalable attribute edit-
ing system.

We first present empirical findings from the classifier
training. As annotated data is relatively scarce in the fash-
ion domain, we regard the initialization scheme to be a key
factor in the final classifier performance. Hence, we ex-
plor three settings: (1) random initialization, (2) Imagenet-
pretrained initialization and (3) CLIP-pretrained initializa-
tion. For the last two, we further compare different fine-
tuning approaches, i.e., how many layers or blocks to set as
learnable (unfreeze) during the adaptation period.

Tab. 2 shows the result. We observe that with rela-
tively limited data, freezing most of the parameters while
training a learnable attention pooling layer yields the best
Table 2. Quantitative evaluations on different finetuning strategies. We present finetuning results on Shopping100k [1], and all models adopt ViT-L for comparison.

<table>
<thead>
<tr>
<th>Category</th>
<th>Fabric</th>
<th>Sleeve Length</th>
<th>Pattern</th>
<th>Gender</th>
<th>Fit</th>
<th>Collar</th>
<th>Neckline</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Init.</td>
<td>End-to-End</td>
<td>30.1</td>
<td>56.6</td>
<td>51.8</td>
<td>50.3</td>
<td>66.1</td>
<td>57.1</td>
<td>31.0</td>
</tr>
<tr>
<td>Imagenet-pretrained</td>
<td>Attention-Pool Only</td>
<td>85.4</td>
<td>58.7</td>
<td>84.8</td>
<td>76.1</td>
<td>95.0</td>
<td>66.4</td>
<td>91.4</td>
</tr>
<tr>
<td></td>
<td>Last2</td>
<td>67.0</td>
<td>52.8</td>
<td>78.9</td>
<td>48.5</td>
<td>74.6</td>
<td>59.7</td>
<td>81.6</td>
</tr>
<tr>
<td></td>
<td>Last4</td>
<td>44.8</td>
<td>52.8</td>
<td>60.8</td>
<td>45.0</td>
<td>82.0</td>
<td>58.6</td>
<td>76.1</td>
</tr>
<tr>
<td></td>
<td>Last6</td>
<td>43.1</td>
<td>52.1</td>
<td>73.0</td>
<td>44.0</td>
<td>77.4</td>
<td>54.9</td>
<td>76.0</td>
</tr>
<tr>
<td>CLIP-pretrained</td>
<td>Attention-Pool Only</td>
<td>86.3</td>
<td>60.2</td>
<td>84.9</td>
<td>80.4</td>
<td>95.8</td>
<td>69.9</td>
<td>91.0</td>
</tr>
<tr>
<td></td>
<td>Last2</td>
<td>87.2</td>
<td>67.9</td>
<td>84.4</td>
<td>87.2</td>
<td>97.4</td>
<td>70.9</td>
<td>75.3</td>
</tr>
<tr>
<td></td>
<td>Last12</td>
<td>85.6</td>
<td>67.8</td>
<td>83.2</td>
<td>86.4</td>
<td>97.1</td>
<td>69.9</td>
<td>78.5</td>
</tr>
<tr>
<td></td>
<td>Last18</td>
<td>82.3</td>
<td>66.8</td>
<td>79.7</td>
<td>83.2</td>
<td>95.9</td>
<td>68.4</td>
<td>72.9</td>
</tr>
<tr>
<td></td>
<td>Last24</td>
<td>51.7</td>
<td>61.9</td>
<td>70.4</td>
<td>61.5</td>
<td>84.7</td>
<td>61.9</td>
<td>41.6</td>
</tr>
</tbody>
</table>

Table 3. Ablation on random data augmentations. Only the attention pooling layer is finetuned with Shopping100k dataset. Note that in Tab. 2, we report the numbers from No Aug. model for Imagenet-pretrained initialization.

<table>
<thead>
<tr>
<th>Category</th>
<th>Fabric</th>
<th>Sleeve Length</th>
<th>Pattern</th>
<th>Gender</th>
<th>Fit</th>
<th>Collar</th>
<th>Neckline</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imagenet-pretrained</td>
<td>No Aug.</td>
<td>85.4</td>
<td>58.7</td>
<td>84.8</td>
<td>76.1</td>
<td>95.0</td>
<td>66.4</td>
<td>91.4</td>
</tr>
<tr>
<td>Random Aug.</td>
<td>81.5</td>
<td>57.3</td>
<td>83.3</td>
<td>73.7</td>
<td>92.7</td>
<td>65.2</td>
<td>91.2</td>
<td>82.0</td>
</tr>
<tr>
<td>CLIP-pretrained</td>
<td>No Aug.</td>
<td>86.3</td>
<td>59.8</td>
<td>85.5</td>
<td>79.6</td>
<td>96.6</td>
<td>67.7</td>
<td>89.5</td>
</tr>
<tr>
<td>Random Aug.</td>
<td>86.3</td>
<td>60.2</td>
<td>84.9</td>
<td>80.4</td>
<td>95.8</td>
<td>69.9</td>
<td>91.0</td>
<td>83.3</td>
</tr>
</tbody>
</table>

Table 4. Model size ablation. We observe steady improvements in the overall performance as the model gets bigger, which agrees with recent findings.

<table>
<thead>
<tr>
<th>Model</th>
<th>Category</th>
<th>Fabric</th>
<th>Sleeve Length</th>
<th>Pattern</th>
<th>Gender</th>
<th>Fit</th>
<th>Collar</th>
<th>Neckline</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>B/32</td>
<td>83.9</td>
<td>58.4</td>
<td>84.3</td>
<td>77.9</td>
<td>95.0</td>
<td>66.0</td>
<td>88.4</td>
<td>79.5</td>
<td>79.2</td>
</tr>
<tr>
<td>B/16</td>
<td>84.8</td>
<td>58.8</td>
<td>85.5</td>
<td>78.6</td>
<td>95.3</td>
<td>67.8</td>
<td>88.6</td>
<td>80.2</td>
<td>80.0</td>
</tr>
<tr>
<td>L/14</td>
<td>86.3</td>
<td>59.8</td>
<td>85.5</td>
<td>79.6</td>
<td>96.6</td>
<td>67.7</td>
<td>89.5</td>
<td>82.5</td>
<td>80.9</td>
</tr>
</tbody>
</table>

Overall performance. This indicates that the pretrained ViT backbone retains a reasonable level of general visual reasoning, and the additional attention pooling layer successfully extracts diverse visual information to perform the fine-grained multi-attribute classification. Moreover, initializing with pretrained weights helps, and CLIP pretraining covers a wider range of visual semantic compared to Imagenet, possibly leading to better outcomes. Lastly, as different attributes demand different aspects of visual reasoning, the classification accuracy trend is not always consistent. We basically choose the model with the highest average score for the best overall guidance.

Data augmentations have been shown to affect the performance of visual classifier models [34]. Thus, we explore the influence of data augmentations in our framework. From Tab. 3, we gain conflicting insights; random augmentation boosts the performance for CLIP-pretrained ViT but damages it for the Imagenet-pretrained variant. We note that this result is obtained from finetuning the attention pooling layer on Shopping100k dataset, so it is possible to observe different trends in different settings. In our situation, we hypothesize that as we freeze most of the model parameters, imposing strong augmentations could result in over-pressuring the limited learnable parameters. As CLIP-pretraining prepares the model for a much greater diversity (compared to Imagenet, in terms of data scale), this potential adversarial effect only realizes for the less robust model variant.

Lastly, we explore the performance trend depending on the model size. Tab. 4 shows that bigger models (or longer input sequence) consistently yield better outcomes, even under a strict finetuning scheme. Hence, we adopt the best performing model variant, CLIP-pretrained ViT-L/14, as our diffusion guidance in the following sections.

4.5. Generic Fashion Attribute Editing

Thanks to the domain-specific multi-attribute classifier, we can leverage a pretrained off-the-shelf diffusion model (not necessarily adapted for fashion domain) for generic fashion attribute editing. Fig. 4 shows qualitative manipulation results on diverse attributes. We note that these editing operations are all done with a single finetuned classifier and
Figure 4. Qualitative evaluations on generic fashion attribute editing. We display the original source images on first and fifth column, and the rest are edited samples. Our framework handles both texture manipulation and shape deformation proficiently, producing plausible samples across various attributes.

Figure 5. Qualitative results from multi-attribute editing. Compared to the generator. Especially, to our knowledge, attributes like item category or fabric have not been directly explored in the previous works on attribute editing mainly due to their difficulties. Since we employ a powerful diffusion model trained with a large dataset, providing the right
guidance yields impressive outcomes.

Moreover, it is noteworthy how the diffusion model controls both the texture and the shape in a stable manner. The left side of Fig. 4 displays shape deformation, and the right side shows texture manipulations, where samples with convincing qualities are consistently delivered. The whole editing pipeline does not require any texture- or shape-specific modules, which is distinguished from the prior art [18], making our framework extremely simple and generic.

In Fig. 5, we present multi-attribute editing results, i.e., manipulating multiple attributes at once. This task is apparently more challenging as it requires the editing of different attributes to be in harmony with one another. We observe that our framework produces reasonable outcomes across different attribute combinations, sometimes deforming the original image to a significant extent to meet the complex target condition.

As our method uses the attribute-wise classifier attention-map for background preservation, the ability to generate adequate spatial attention-maps is critical. Fig. 6 displays the classifier attention maps for different attribute editing operations, where we see that the classifier is capable of attending to the relevant regions with the learned attention-pooling layer. This component plays a vital role in removing the manual region masking that is necessary in blended diffusion [3], rendering our manipulation pipeline simple and compact.

4.6. Ablations

Classifier-guidance is the key component in our framework that injects conditioning information (target attribute) to the diffusion process. In Fig. 7, we illustrate how the capacity of the classifier affects the editing process. We set three classifier variants with different classification accuracies. We observe that the classification performance clearly affects the spatial attention quality and the final editing performance, highlighting the importance of effective classifier finetuning.

Fig. 8 shows qualitative ablations on the core loss components and their hyperparameters. From the first row, we observe that background preservation loss is crucial for our framework, as there is no separate spatial mask that explicitly marks the region to be edited. Hence, without this term, the diffusion model generates random images that satisfy the given condition, e.g., random pictures of v-neck t-shirts.

The second row illustrates how the guidance weight affects the sample quality. With small guidance scale (low λ value), we obtain realistic samples that are not aligned with the attribute condition. When the guidance scale is too big, the diffusion process yields unsatisfactory outputs, possibly due to the train-test mismatch pointed out by [30]. We find the sweet spot at around λ = 100, where a good balance between the fidelity and the alignment is achieved. Hence, all of our experiments are conducted in this setting.

5. Conclusion

In this paper, we have explored the prominent task of fashion attribute editing. As conventional approaches fall short in terms of scalability, we propose classifier-guided diffusion as a simple yet effective alternative. To that end, we train a multi-attribute classifier equipped with attention-pooling layer, and use its signal to guide the diffusion process. Empirical validations demonstrate the effectiveness of our framework as a generic attribute editing pipeline.
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