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Abstract

The design of pedestrian-friendly infrastructures plays a
crucial role in creating sustainable transportation in urban
environments. Analyzing pedestrian behaviour in response
to existing infrastructure is pivotal to planning, maintain-
ing, and creating more pedestrian-friendly facilities. Many
approaches have been proposed to extract such behaviour
by applying deep learning models to video data. Video data,
however, includes an broad spectrum of privacy-sensitive
information about individuals, such as their location at a
given time or who they are with. Most of the existing mod-
els use privacy-invasive methodologies to track, detect, and
analyse individual or group pedestrian behaviour patterns.
As a step towards privacy-preserving pedestrian analy-
sis, this paper introduces a framework to anonymize all
pedestrians before analyzing their behaviors. The proposed
framework leverages recent developments in 3D wireframe
reconstruction and digital in-painting to represent pedestri-
ans with quantitative wireframes by removing their images
while preserving pose, shape, and background scene con-
text. To evaluate the proposed framework, a generic metric
is introduced for each of privacy and utility. Experimental
evaluation on widely-used datasets shows that the proposed
framework outperforms traditional and state-of-the-art im-
age filtering approaches by generating best privacy utility
trade-off.

1. Introduction
Pedestrians and pedestrian-friendly infrastructure plays

a crucial role in planning and creating sustainable urban
transportation. Analyzing pedestrian behavior in response
to existing infrastructure is pivotal to planning, maintain-
ing, and creating more pedestrian-friendly environments.
For example, by analyzing long-term patterns of pedestrian
movement and behavioural patterns, local government and
business owners can also gain insights for redesigning their
space to better manage and plan more pedestrian-friendly
facilities.

Visual data is typically used to perform pedestrian anal-

ysis in artificial intelligence technologies. Having access to
large amounts of open data has facilitated the rapid devel-
opment of these technologies. As an example, datasets such
as ImageNet [12], which contains approximately 14 million
labeled images and can be used to train image classification
algorithms, have had a significant impact on a wide range
of research applications, ranging from self-driving cars to
computers ‘learning‘ to play video games, among many oth-
ers. While the widespread availability of open data benefits
research, public datasets have recently been called out for
scrutiny [47, 56] due to serious privacy concerns[60, 49]
and the potential for data misuse [56, 18]. These concerns
are prevalent in pedestrian datasets [53, 12, 55, 2, 9], where
the data typically comprises surveillance videos. As a re-
sult, some datasets are no longer available to researchers
[53, 2], while others are only available under very restricted
licenses [55]. This severely limits the amount of data that
can be used to perform innovative research.

To address privacy concerns associated with datasets, the
research community has developed a number of techniques
for protecting individuals’ privacy information prior to pub-
lishing datasets. The majority of the current research on
visual privacy-preserving algorithms focuses on traditional
image filtering techniques (such as blurring and pixelation)
to obfuscate and/or degrade the sensitive regions of individ-
uals (like their faces). There is a growing body of evidence,
however, that suggests that a wealth of information can be
mined and a person can still be identified even if their face
is blurred, pixelated or completely covered with a blackbox
[8]. Conversely, obfuscating all the private information in a
dataset will affect its utility. Because of the negative corre-
lation between privacy and utility, it is critical to find ways
to maximize datasets utility while minimizing privacy con-
cerns. Recently, visual abstraction methods based on seg-
mentation [40] and neural-art [8] have been developed to
improve privacy while maintaining utility, by replacing peo-
ple with their silhouettes or neural-art based style images.
These methods, however, are limited to a single pedestrian
per image and do not investigate the impact of privacy-
preserving algorithms on the pedestrian’s pose, shape, or
image background information. Moreover, privacy preser-
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vation is evaluated using perceptual studies, which are sub-
jective and do not evaluate the machine understanding of
privacy. Finally, utility calculation is only limited to pedes-
trian count [7], which does not represent a dataset’s general-
ized utility accurately, as most applications, such as activity
recognition and behavior prediction, require keypoint infor-
mation in addition to the the number of people in the image.

Motivated by these limitations, this paper introduces
an end-to-end framework by integrating state-of-the-art 3D
body and shape estimation with digital in-painting to pro-
vide privacy-enhanced representations that capture each
pedestrian’s presence, pose, shape, and visual background
information. In contrast to the perceptual studies, a sta-
tistical similarity measure is introduced to quantify pri-
vacy using a Siamese Convolutional Neural Network (Si-
Net). Inspired by FaceNet [57], a statistical similarity
of image embeddings between original and privacy en-
hanced images is used to quantify machine understanding
of privacy-enhanced data. The proposed framework is eval-
uated on challenging single-person and multi-person per
frame pedestrian datasets to demonstrate that it achieves an
improved privacy utility trade-off.

The contributions of this paper are as follows:

1. A novel end-to-end framework is introduced to gen-
erate a privacy-enhanced version of a given video or
image sequence.

2. Both a generic utility and statistical similarity-based
privacy metrics are proposed to evaluate the privacy
utility trade-off.

We evaluate the proposed framework using the PeVID [28],
CMU [1], MOT 16 [34] and i.c.sens [38] datasets, and
show that our proposed privacy preserving framework out-
performs state-of-the-art baseline methods by achieving the
best privacy, while preserving utility.

The remainder of the paper is organised as follows: Sec-
tion 2 explores the related work in visual privacy-preserving
methods, wireframe representation of human bodies, and
video in-painting. Section 3 describes the proposed privacy-
preserving framework, including wireframe generation and
background extraction. Section 4 introduces the privacy and
utility metrics including the Si-Net. Section 5 presents the
evaluation, followed by Results in Section 6. Finally, Sec-
tion 7 concludes the proposed work and delineates potential
future work.

2. Related Work

This section discusses the existing literature focusing
first on visual privacy-preserving methods, followed by pri-
vacy & utility metrics, then human body wireframe repre-
sentation, and eventually video in-painting technologies.

2.1. Visual Privacy-Preserving Methods

Visual privacy-preserving methods hide some of the
original information in line with regulatory data protection
laws and individual privacy needs. Image filtering tech-
niques such as blurring [15, 36, 66, 35, 39] and pixela-
tion [6, 25, 36] are widely used to improve privacy. Im-
age filters can be applied to entire images or to specific
areas of an image that require privacy. The majority of
research in visual privacy protection is based on methods
that manipulate and/or remove information from faces in
images [24, 39, 8, 13]. Personal data information is not
limited to faces [8], however, and therefore face obfusca-
tion alone does not guarantee privacy [63]. The person can
be easily identified using visual ques, such as clothing in-
formation even if face is completely covered with black-
box. Visual data should obfuscate all private information
to provide complete privacy. In practice, removing all in-
formation is not possible, and the dataset might become
unusable as a result [63]. Recently, neural-art based ob-
fuscation [7] has been proposed, in which a person’s style
is altered to protect their identity while preserving natu-
ralness and the data’s utility. Visual abstraction methods
[11, 24, 8, 7] have recently gained popularity as a way to
maintain dataset utility while improving privacy. The goal
of visual abstraction methods is to protect people’s privacy
by replacing their entire body with a generated abstract
visual model. Commonly used visual abstraction models
include silhouettes [40, 42, 11], bounding box [43] , and
avatars [10, 5, 8, 7, 24]. One particularly interesting visual
abstraction method is 3D wireframe representation [4]. Al-
though they are similar to avatar representation, wireframes
are used as a complete abstraction of the user’s identity
while preserving the body shape and pose. Despite the fact
that wireframes provide a detailed representation of the hu-
man body [54, 48, 27], there is a research gap regarding the
effectiveness of privacy-preserving and utility capabilities.

2.2. Existing Privacy & Utility Metrics

Privacy and utility can be evaluated using subjective
and objective evaluation methods. Through user perception
studies and questionnaires, subjective evaluation is used to
determine the privacy or utility of a video [8, 40, 13]. Sub-
jective evaluation methods are quite common, and the re-
sults of user perception studies may depend on the study
group and their assessment of the quality. Subjective eval-
uations are constrained. For example, evaluating all videos
or images in a large public dataset (such as ImageNet [12])
may be difficult and may result in skewed results. Objec-
tive evaluation uses tools like computer vision and machine
learning to calculate privacy and utility metrics [7]. In this
work, we focus on objective evaluation, since these methods
are more accurate and scalable than subjective evaluation
methods.
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2.3. Wireframe Representation of the Human Body

Modern body and shape estimation methods [21, 27, 4,
59, 22, 54] infer a realistic 3D wireframes from a single
photo of a person. The estimated wireframe captures re-
alistic body pose and shape of the person. Wireframes, in
contrast to silhouette, bounding box, and other avatar repre-
sentations, provide rich feature maps of the person while re-
moving privacy information. Skinned Linear Person Model
(SMPL) [32] is a widely used generative model that rep-
resents the human body as a function of shape, pose and
translation parameters [29]. In SMPL, pose is represented
using the relative rotation of 23 joints, 10 shape parameters
are used to represent a person shape and four translation pa-
rameters are used to represent global translation. The ma-
jority of existing SMPL-based avatar fitting algorithms are
solely concerned with inferring SMPL parameters in order
to improve shape and pose estimation. To our knowledge,
this is the first paper to analyze the privacy and utility as-
pects of rendered wireframes in comparison to the original
video or dataset.

2.4. Video In-Painting

Video in-painting is used to fill the missing regions
with plausible content [3]. It is often applied to remove
the occluded or unwanted regions in a video sequences
[65, 33, 45]. In the early days of in-painting, patch-based
methods were used to synthesise missing data by sampling
similar spatial and spatio-temporal patches [37, 46]. Deep
learning models have made significant progress in video
in-painting using recurrent networks [23] and generative
adversarial networks [64, 65] to model both temporal and
spatial relation of nearby frames in the video. Unlike tra-
ditional background modelling methods (correlation-based
methods, colour thresholds, and histograms), which extract
only static information while ignoring moving objects such
as vehicles, video in-painting is used in this work to remove
all people from the image while keeping the static and dy-
namic background.

In this paper, we propose a novel privacy-preserving
framework that takes advantage of recent advances in 3D
wireframe reconstruction and digital in-painting to create
a privacy-enhanced version of a given video. The proposed
framework is different from existing literature [7, 40] in two
critical ways. Firstly, wireframes are used to represent peo-
ple in images, allowing for rich features such as people’s
presence and pose to be represented while maintaining a
high level of privacy. Secondly, to the best of our knowl-
edge, we are the first to thoroughly analyze the effects of
privacy and utility on visual abstraction and image filtering
techniques.

Background
Extraction 
(STTN) 

Wireframe Generation 
(VIBE) 

Generate
Pedestrian Masks 

(Mask RCNN)

Output Renderer Visual data Privacy enhanced
visual data 

Figure 1: Overview of the Proposed Framework

3. Framework

The goal of the proposed framework is to generate a
privacy-enhanced version of an image sequence or video
by representing pedestrians with their respective wireframes
while preserving their pose, shape, and context in the sur-
rounding scene. To this end, we propose a novel end-to-
end framework to generate privacy-enhanced version of a
given video or image sequence by leveraging recent ad-
vances in visual background extraction and wireframe gen-
eration techniques. As shown in Figure 1, the Proposed
framework includes three stages: in the first stage, wire-
frame representations of the pedestrians are rendered; in the
second stage, background scene information and objects are
extracted; finally, both background information and wire-
frames are rendered as a final image where pedestrians are
represented as wireframes, preserving both the original pose
and shape information while offering enhanced privacy.

This section describes first how wireframes are gener-
ated for a given set of images, and then how the background
context information is extracted.

3.1. Wireframe generation

In this paper, the Skinned Linear Person Model (SMPL)
[32] is used to represent people as wireframes to protect the
privacy of individuals while preserving the statistical infor-
mation useful for visual analysis. The SMPL model is a
generative model that represents the 3D wireframe mesh of
the human body as a function of shape, pose. It is defined
as M (θ, β) ∈ R6890×3 where θ ∈ R3×K is the relative ro-
tation of K = 23 joints in axis angle representations and
β ∈ R10 is the shape’s space parameters. The function
M (θ, β) generates a triangulated mesh with 6,890 vertices.

The human pose and shape estimation network (VIBE1)
[27] is used to generate wireframes for pedestrians in
given frames. To capture the sequential nature of im-
age sequences, VIBE employs a convolution neural net-
work pre-trained on a single image[21], followed by
a temporal encoder and a motion discriminator. For
given frames {Ft}Tt=0 with N people, VIBE outputs∑N

i=1[(P
i
1, P

i
2, ..P

i
t )] where P = [θ, β, γ] is a vector of the

relative rotation, shape, and translation parameters at time
step t for the ith person. The translation parameters (γ) are

1https://github.com/mkocabas/VIBE
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Original Wireframe
representation

Figure 2: Wireframe representation of given image

calculated using a weak perspective camera used to indicate
the global translation of 3D mesh.

By representing each pedestrian with a wireframe as de-
picted in Figure 2, the following privacy information from
individuals is removed:

• Hard bio-metric [52] information such as face and
other facial features (like hair)

• Soft bio-metric [52] information such as clothing in-
formation, which can be used for tracking and re-
identification [68]

3.2. Background Extraction

Traditionally, background extraction has been used to
separate foreground and background objects. To perform
background extraction, the most commonly used approach
is to create an explicit model of the background. After that,
foreground objects are identified by calculating the pixel
difference between the current frame and the background
frame [44, 62, 69, 70]. These techniques remove all mov-
ing objects from a video or image sequence, leaving only
static objects in the scene. In pedestrian analysis, however,
moving objects such as vehicles provide critical context in-
formation. For this reason, the framework uses a digital
in-painting technique to extract the background in order to
extract both static and dynamic context information.

Digital in-painting is used to remove occluded or un-
wanted regions in images or videos for image restoration
or enhancement applications. In this work, all pedestri-
ans in image sequences or videos will be removed in or-
der to capture both static and dynamic backgrounds using
a pre-trained joint Spatial-Temporal Transformer Network
(STTN2) [65]. In contrast to other approaches [33, 45],

2https://github.com/researchmm/STTN

which use only nearby frames to fill missing regions us-
ing pixel attention without any temporal coherence, STTN
uses multi-scale patch-based attention using both nearby
and distance frames. It takes advantage of spatio-temporal
redundancies within multiple frames to provide context in-
formation while avoiding any occlusions in the foreground.
Mask-RCNN[19] is used to generate pedestrian masks that
are used to provide input to the STTN network along with
the input image frames.

4. Privacy and Utility Metrics
Privacy-preserving techniques provide a varying degree

of privacy protection at the expense of loss of data. To quan-
tify this trade-off between privacy and utility, this paper in-
troduces Privacy and Utility metrics, which represent the
effectiveness of a privacy-preserving framework in protect-
ing individual privacy while preserving statistical insights
for a given pedestrian dataset.

4.1. Privacy Metric

Traditional privacy metrics such as differential privacy
[14] are commonly used in private visual datasets, which
primarily focus on the leakage of sensitive data from trained
models. However, traditional privacy metrics are not suit-
able to quantify the similarity between the original and
privacy-enhanced visual data; instead, they quantify the pri-
vacy effectivity of a trained model or inferred data. Sub-
jective evaluation is extensively used in existing literature
to evaluate the privacy metric for the original and privacy
enhanced data such as user studies to match the privacy
protected face images [63], garments, recognisability and
shape information[8, 40]. Most of the existing work focus
on perceptual understanding of human observers to quantify
the privacy but fails to address and evaluate the machine
understanding of privacy-enhanced data. In this work, we
propose a novel privacy metric by quantifying the similar-
ity between the original and privacy-enhanced data using
machine perception.

In pedestrian datasets, privacy protection refers to the
ability to avoid disclosure of personal identity information
to an adversary. The personal information from images
can be used for attribute and identity disclosure [30]. At-
tributes can be used to infer high-level semantic informa-
tion about pedestrians [68]. This semantic information can
be further utilized in pedestrian tracking, retrieval and re-
identification [31, 58, 61]. Identity disclosure refers to link-
ing an individual’s information to the record in a database
[26]. Any privacy-preserving algorithm should be able to
redact both attribute and identity information since one in-
formation can be used to uncover another. The wireframe
representation of a pedestrian effectively removes all pri-
vacy attributes (such as upper body clothing, lower body
clothing, hair style etc) as shown in Figure 2. It enables us
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Figure 3: The Architecture of Si-Net

to define privacy solely on the basis of identity discourse.
In deep convolutional neural networks, identity is deter-
mined by comparing the similarity between the image fea-
ture embeddings[57] of original and privacy enhanced im-
ages. If the similarity between a pedestrian in a privacy-
enhanced image and the original image is low, the level of
privacy is considered to be high. The Privacy metric (PM )
solely based on the similarity is given by

PM = 1−
N∑
i=0

PSI

(
Dorg [Ii] , D̂org [Ii]

)
(1)

where PSI is the similarity index of two images and
Dorg [Ii], D̂org [Ii] denotes the ith image in the original
and enhanced datasets respectively. More information on
the similarity index is presented in the following section.

4.1.1 Similarity Index

To understand the effect of a privacy-preserving framework
to retain original image information irrespective of privacy
attributes, an image similarity index is introduced. The Sim-
ilarity Index is used to represent the machine perception of
image similarity by comparing the machine-learnt represen-
tation of the original and privacy-enhanced images.

A Siamese Convolution Neural Network (called Si-Net)
is proposed to calculate the similarity index between a pair
of images. The architecture of Si-Net is shown in Figure 3.
The proposed architecture consist of a Siamese network
with three similar convolution neural networks (CNNs) with
shared weights. Each CNN consist of pre-trained ResNet-
50 along with fully connected layers. The CNNs are used to
calculate the feature representation f(x) ∈ Rd for a given
image i into d dimensional vector space. The network input
is triplets of samples consist of

• Anchor Image (IA)

• Positive Image (IP )

• Negative Image (IN )

where the positive image is similar to the anchor image and
the negative image is an image unrelated to the anchor. The
metric learning is used to train the network using triplet
loss. The triplet loss optimizes weights and biases of the
model such that the distance between f(IA) and f(IP ) is
bigger than the distance between f(IA) and f(IN ). The
distance between the feature vectors are calculated using
the L2-norm as follows

DA,ϑ = ∥f(IA)− f(Iϑ)∥2 ∀ϑ ∈ (P,N) (2)

The triplet loss is given by

N∑
i=0

[
∥f(IiA)− f(IiP )∥2 − ∥f(IiA)− f(IiN )∥2 + α

]
(3)

where N is the total number of triplets and α is the margin
enforced between positive and negative pairs.

During inference, the cosine similarity metric is used to
calculate the similarity index between the original (Iorg)
and the privacy enhanced image (Îorg) as:

PSI

(
Iorg, Îorg

)
=

f(Iorg) · f(Îorg)
∥f(Iorg)∥ · ∥f(Îorg)∥

(4)

4.2. Utility Metric

Pedestrian images contain an abundance of informa-
tion, such as the identity, appearance, and activities of
people. It is essential that the privacy-enhanced dataset
can be used for data analysis, and the trade-off for a
given privacy-preserving algorithm should be such that the
privacy-enhanced dataset can provide required utility while
offering the best level of privacy protection. The utility of
a dataset is specific to a given application. For example,
to analyze pedestrian behavior in crosswalks, video or im-
age sequences in a dataset are used to determine the total
number of people using crosswalks and their walking pat-
terns. Walking patterns (such as standing, walking, running,
and jogging) are predicted by localizing the keypoints in a
person’s body. Keypoints are spatial points of the key ob-
jet parts of a person in an image. In existing literature, the
utility of a dataset was only calculated by counting and de-
tecting pedestrians, and this is only suitable for very limited
applications of pedestrian datasets. In this work, a keypoint
detector is used along with a pedestrian detector to evalu-
ate the generic utility metric for pedestrian analysis appli-
cations. The utility metric is defined as:

UM =
1

2
(F1pd + F1kd) (5)
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k = 2 k = 10 k = 20 k = 30 k = 40 k = 50 k = 90

Figure 4: The effect of blurring (top row) and pixelation
(bottom row) of the image with varying kernels.

Where F1pd and F1kd are the F1 scores for the pedes-
trian detector and keypoint detectors. The F1 scores for the
pedestrian and keypoint detector are calculated using the
following method:

• Run the pedestrian and keypoint detector for the
original dataset (Dorg) and privacy enhanced dataset
(D̂org)

• Calculate the F1 score by comparing detections of the
original and privacy enhanced datasets.

5. Evaluation

This section first introduces the baseline methods, fol-
lowed by the datasets used, and finally the experimental
setup.

5.1. Baseline Methods

In this section, Traditional Image filtering methods are
introduced followed by visual abstraction methods.

5.1.1 Image Filtering Methods

Blurring and pixelation are two widely used image filtering
methods that distort the images to improve privacy. Blur-
ring is widely used in google street view for example to
modify human faces and other sensitive information [15].
The blurring filter applies a Gaussian kernel to the image
[50]. Gaussian Kernel utilizes the neighbouring pixels to
modify each pixel of the image. Conversely, the pixelation
method divides an image into pixel blocks where the ker-
nel’s average colour is computed and the resulting colour is
assigned to all pixels in that block [41]. Figure 4 shows a
blurred (top) and pixelation (bottom) images using different
kernels.

5.1.2 Visual Abstraction Methods

In this work, two state-of-the-art visual abstraction methods
are used as baseline methods:

• The segmentation[40] method replaces the pedestrian
in the images with their representative segmentation
masks. Mask-RCNN [51] is used to generate the sege-
mentation masks and the generated masks are rendered
with background extracted using Video In-painting to
generate privacy enhanced image using segmentation.

• The Neural Art [8] method renders the pedestrians im-
ages to different style using a neural art algorithm [16].
Image styles are changed using a neural art algorithm
and pedestrians are separated from the style image
guided by the segmentation masks. These are rendered
with the background to generate the final images.

5.2. Experimental Setup

ResNet-50 [20] is used as the backbone for Si-Net. The
MARS dataset [67] is used to train the Si-Net by select-
ing triplets randomly. Each image was resized to 120x40
px (height x width), and represented using 300 features in
Si-Net. The margin for the triplet loss(α) used is 0.1 and
network is trained for 100 epochs using an adam optimizer
with a learning rate of 1e−6. RCNN [17, 51] and Keypoint
RCNN [19] are used as pedestrian detector and keypoint
detector.

5.3. Datasets

For ease of comparison with the state of the art[40, 7] and
to demonstrate the performance on single and multi-person
per frame datasets, we run our framework on the PeVID
[28], CMU [1], MOT 16 [34] and i.c.sens [38] datasets. The
PeVID and CMU datasets contain a single person per frame,
while the MOT 16 and i.c.sens datasets consist of multiple
people in each frame. The PeVID dataset contains video
clips of people performing various actions in both indoor
and outdoor settings at different times of the day and night.
The CMU dataset is simulated environment data collected
for motion capture. In CMU, walking, running and other lo-
comotion videos are considered. The MOT 16 dataset con-
tains real-world video from both static and dynamic camera
scenes. The i.c.sens dataset is a collection of pedestrian
walking sequences from a road intersection. For a valid
comparison of the datasets, only the static camera scenes
from the MOT 16 dataset were used in this study.

6. Results
This section presents the results of our evaluation and

critically discusses our findings.
Figure 5 presents a comparative analysis of the privacy

and utility metrics for the PeVID, CMU, MOT 16 and
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Figure 5: Privacy and utility metrics trade-off for blurring, pixelation, segmentation, neural art, and the proposed frame-
work for different datasets. For blurring and pixelation, the metrics are calculated across a range of kernels (k=2 to 90) to
evaluate the relation between privacy and utility. The proposed wireframe method achieves a better trade-off by achieving a
higher privacy for the given utility level

Method
PeVID CMU MOT 16 i.c.sens

F1pd F1kd UM F1pd F1kd UM F1pd F1kd UM F1pd F1kd UM

Segmentation 0.60 0.04 0.32 0.02 0.01 0.015 0.66 0.01 0.33 0.02 0.01 0.015
Neural art 0.89 0.90 0.89 0.83 0.77 0.8 0.24 0.13 0.18 0.25 0.22 0.23

Wireframe 0.60 0.66 0.63 0.62 0.71 0.66 0.55 0.35 0.45 0.38 0.28 0.33
Blurring 0.61 0.46 0.53 0.73 0.53 0.63 0.67 0.32 0.49 0.54 0.04 0.29

Pixelation 0.24 0.26 0.25 0.56 0.60 0.58 0.56 0.28 0.42 0.32 0.23 0.27

Table 1: Pedestrian detection (F1pd), keypoint estimation (F1kd) F1 scores and Utility Metric (UM ) values using multiple
methods for the PeVID, CMU, MOT 16, and i.c.sens datasets.

i.c.sens datasets. For the traditional blurring and pixela-
tion methods, the privacy and utility metrics are calculated
across a range of kernels (from 2 to 90). For both pixela-
tion and blurring, the utility decreases rapidly over the en-
tire range as the privacy increases, and the utility is almost
zero when the privacy is greater than 0.3. This confirms that
both pixelation and blurring have a severe privacy-to-utility
trade-off irrespective of kernels. It can be observed that the
proposed framework (labelled wireframe) outperforms both
the segmentation and neural art methods by providing an
optimal trade-off between privacy and utility without com-
promising either aspect.

For the single-person-per-frame datasets (PeVID and
CMU), the proposed method is able to achieve a higher
privacy at a given utility compared to all other models, in-
cluding traditional blurring and pixelation. The proposed
method is able to replace a pedestrian with a wireframe rep-
resentation, which not only removes all privacy attributes
but also present variations in the body shape leading to
higher privacy compared to other methods. For multi-
person-per-frame datasets, it can be observed that the pro-
posed method achieves overall a better utility than the other
methods with respect to privacy. Although the proposed
method is able to achieve a good privacy-utility trade-off,
in few cases, it still provides lower privacy compared to the

segmentation and neural art methods for multi-person-per-
frame dataset. For the multi-person datasets, as depicted
in Figure 6, partial and full occlusions lead to overlapping
of pedestrian representations, which results in a decreased
similarity score leading to higher privacy compared to wire-
frame method. We can also notice that due to occlusions,
the utility metrics are far lower compared to the wireframe
methods. In addition, we can also note that wireframe meth-
ods ignore pedestrians if there are occlusions, which leads
to a low utility metric.This limitation will be addressed in
future work.

Figure 6 shows few of the privacy enhanced images us-
ing different methods for different datasets. As depicted in
Figure 6, segmentation method offers a shallow represen-
tation of the pedestrians, whereas neural art method repre-
sentation hides the pedestrian by style transfer. In contrast
to segmentation and neural art, the proposed method offers
a better individual representation using wireframes. Table
1 presents the pedestrian and keypoint detector F1 scores.
To compare the effectiveness of the proposed method, the
kernels for both blurring and pixelation are selected to
match the wireframe utility metric value. The kernel val-
ues selected for the PeVID, CMU, MOT 16 and i.c.sense
datasets are (36,60,46,46) and (4,5,4,4) for pixelation and
blurring respectively. When compared to all other meth-
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Figure 6: Qualitative results for the proposed (Wireframe) and baseline methods (Segmentation and Neural art)

ods, the proposed method is able to achieve a better per-
formance for keypoint detectors. This is due to the wire-
frame model‘s ability to represent poses as well as a per-
son‘s shape. The performance of keypoint and pedestrian
detectors in multi-person-per-frame datasets is significantly
decreased for both segmentation and neural art methods.
This may be due to void representation of segmentation and
occlusions in neural art base representations as shown on
the qualitative results in Figure 6. However, the proposed
wireframe method is capable of achieving a performance
comparable to traditional methods while also providing en-
hanced privacy metric.

7. Conclusion and Future Work

This paper presents a privacy-preserving framework that
generates a privacy-enhanced version of a given video or
image sequence to enable privacy-preserving pedestrian be-
havior analysis. In contrast to existing visual abstraction
privacy-preserving methodologies, pedestrians are repre-
sented using a quantitative wireframe to improve privacy
while maintaining the pose and shape of the pedestrian.
Two generic metrics are introduced to evaluate respectively
the privacy and the utility of a given video or image se-
quence. The proposed framework is able to outperform
existing state of the art visual abstraction methods by pro-
viding an improved privacy for the same utility. The re-
sults show that the proposed framework is able to achieve

a better privacy utility trade-off compared to the existing
state-of-the-art methods by improving the utility of privacy-
enhanced datasets. However, the proposed framework still
has its limitations in regards to how much privacy can be
enhanced and how well it compares with other methods.
Additionally, the proposed privacy metric does not consider
gait parameters, which may be exploited to compromise the
individual’s privacy.

Future work includes enhancing the privacy metric score
for the wireframe representation by exploiting the SMPL
shape parameters. The wireframe method supports dynamic
changes in the body and shape of pedestrian which en-
able us to investigate gait patterns, while preserving privacy
along with body shape variations. It would also be interest-
ing to experimentally compare the subjective and similarity
metric-based privacy evaluation methods.
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