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Abstract

Existing models that achieve state-of-the-art (SOTA)
performance on both clean and adversarially-perturbed
images rely on convolution operations conditioned with
feature-wise linear modulation (FiLM) layers. These lay-
ers require additional parameters and are hyperparameter
sensitive. They significantly increase training time, mem-
ory cost, and potential latency which can be costly for
resource-limited or real-time applications. In this paper,
we present a fast learnable once-for-all adversarial train-
ing (FLOAT) algorithm, which instead of the existing FiLM-
based conditioning, presents a unique weight conditioned
learning that requires no additional layer, thereby incur-
ring no significant increase in parameter count, training
time, or network latency compared to standard adversar-
ial training. In particular, we add configurable scaled noise
to the weight tensors that enables a trade-off between clean
and adversarial performance. Extensive experiments show
that FLOAT can yield SOTA performance improving both
clean and perturbed image classification by up to ~6% and
~10%, respectively. Moreover, real hardware measurement
shows that FLOAT can reduce the training time by up to
1.43x with fewer model parameters of up to 1.47x on iso-
hyperparameter settings compared to the FiLM-based al-
ternatives. Additionally, to further improve memory effi-
ciency we introduce FLOAT sparse (FLOATS), a form of
non-iterative model pruning and provide detailed empiri-
cal analysis in yielding a three-way accuracy-robustness-
complexity trade-off for these new class of pruned condi-
tionally trained models.

1. Introduction

With the growing usage of DNNs in safety-critical and
sensitive applications including autonomous-driving [4]
and medical image analysis [11], it has become crucial that
they have high classification accuracy on both clean and
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Figure 1. Normalized memory vs. test accuracy for FLOAT and
FLOAT with irregular sparsity (FLOATS-%) compared to the exist-
ing state-of-the-art OAT for (a) ResNet34, (b) WRN16-8, and (c)
WRN40-2, respectively. CA and RA represent clean-image clas-
sification accuracy and robust accuracy (accuracy on adversarial
images), respectively. For each model we normalized the memory
requirement with the maximum memory needed to store corre-
sponding model.

adversarially-perturbed images [43]. To improve the DNN
model performance against these adversarial samples, vari-
ous defense mechanisms have been proposed including hid-
ing gradients [41], adding noise to parameters [15], and de-
tection of adversaries [32]. In particular, adversarial train-
ing [31, 17, 26] has proven to be a consistently effective ap-
proach in achieving state-of-the-art robustness. These de-
fenses, however, come at various costs. Firstly, most of
these methods suffer from increased training times due to
the additional back-propagation overhead caused by gen-
erating perturbed images. Secondly, adversarial defenses
sometimes cause a significant drop in clean-image accuracy
[42], highlighting an accuracy-robustness trade-off that has
been explored both theoretically and experimentally [39],
[42], [37]. Moreover, the defenses rely on several hyperpa-
rameters whose settings force the model to work at a spe-
cific point along this trade-off. This is disadvantageous in
applications in which the desired trade-off depends on con-
text [43].

A naive solution to this problem is to use multiple mod-
els trained with different priorities between clean and ad-
versarial images. This however, comes with the heavy cost
of increased training time and inference memory. Alterna-
tively, recent work has proposed training a once-for-all ad-
versarial network (OAT) that supports conditional learning
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[43], enabling the network to adjust to different input distri-
butions. In particular, after each batch-normalization (BN)
layer, they add a feature-wise linear modulation (FiLM)
module [35] whose weights are controlled by a parame-
ter A\. For inference, the user sets A\ to enable an in-situ
trade-off between accuracy and robustness. The disadvan-
tage with this approach is that the added FiLM modules in-
crease the parameter count, training time, and network la-
tency, limiting applicability in resource-constrained, real-
time applications. Moreover, our investigation shows that
the CA-RA performance of OAT is heavily dependent on
the choice of training hyperparameter As (viz, the accuracy
with ResNet34 on CIFAR-10 varies up to 21.97%).

Our contributions. In this paper, our contributions are
two-fold. First, in view of the above concerns, we present a
fast learnable once-for-all adversarial training (FLOAT).
In FLOAT, we train a model using a novel mechanism
wherein each weight tensor of the model is transformed by
conditionally adding a noise tensor based on a binary pa-
rameter J, yielding state-of-the-art (SOTA) test accuracy for
clean and adversarial images by in-situ setting A = 0.0 and
1.0, respectively. For inference, we further show that model
robustness can be correlated to the strength of the noise-
tensor scaling factor. This motivates a simple yet effective
noise re-scaling approach controlled by an user-provided
floating-point parameter that can help the user to have a
practical accuracy-robustness trade-off. Because FLOAT
does not require additional layers to perform conditioning,
it incurs no increase in latency and causes only a negligible
increase in parameter count compared to the baseline mod-
els. Moreover, compared to OAT, FLOAT training is up to
1.43x faster, attributable to the fact that FLOAT does not
require training with intermediate fine-grained values of As.

Secondly, for efficient deployment of the models to
resource-limited edge devices, we present FLOAT sparse
(FLOATS), an extension of FLOAT, that not only provides
adaptive tuning between RA and CA, but also facilitates
high levels of model compression (via pruning) without
incurring any additional training time. In particular, we
propose and empirically evaluate the efficacy of FLOATS
with both irregular and structured channel pruning, namely
FLOATS-: and FLOATS-c, respectively. However, despite
the potential speed-up on underlying hardware [30], chan-
nel pruning often costs classification performance [24, 23]
because of its strictly constrained form of sparsity. We thus
extend FLOATS to propose a globally-structured locally-
irregular hybrid sparsity. In particular, we perform channel
reduction through network slimming [48] reducing latency
and memory usage, and use irregular pruning in conjunction
with this to further reduce memory cost. These new models
not only provide compression, but enable an in-situ infer-
ence trade-off across accuracy, robustness, and complexity.

To evaluate the merits of FLOAT, we conduct extensive

experiments on CIFAR-10, CIFAR-100, Tiny-ImageNet,
ImageNet, SVHN, and STL10 with ResNet (on CIFAR,
Tiny-ImageNet and ImageNet), WRN16-8, WRN40-2, re-
spectively. As shown in Fig. 1, compared to OAT, FLOAT
can provide improved accuracies of up to ~6%, and ~10%,
on clean and perturbed images, respectively, with reduced
parameter budgets of up to 1.47x. FLOATS can yield even
further parameter-efficiency of up to 2.69x with similar
CA-RA benefits.

2. Preliminaries
2.1. Notation

Consider a model ® with L layers parameterized by ©
that learns a function fg(.). For a classification task on
dataset X with distribution D, the model parameters ® are
learned by minimizing the empirical risk (ERM) as follows

L(f2(z, ©:1)), e))

where ¢ is the ground-truth class label, x is the vectorized
input from X, and £ is the cross-entropy loss function.

2.2. Robust Model Training

Several forms of adversarial training (AT) have been pro-
posed to improve robustness [31], [36], [5]. They use clean
as well as adversarially-perturbed images to train a model.
Projected gradient descent (PGD) attack, recognized as one
of the strongest L., adversarial example generation algo-
rithms [31], is typically used to create adversarial images
during training. The perturbed image for a PGD-k attack
with £ as the number of steps is given by

&k = ProjPe(ac)(:ﬁkil +oXx Sign(vz‘c(ﬂb(ikila O; t)))
2)

Here, the scalar € corresponds to the perturbation constraint
that determines the severity of the perturbation. Proj
projects the updated adversarial sample onto the projection
space P.(x), which is the e-L, neighbourhood of the be-
nign sample x!. o is the attack step-size. For PGD-AT, the
model parameters are then learned by the following ERM

(1= NL(fo(x,0;1) + \L(fo(2,0;1))],  (3)

,Cc »CA

where Lo and L4 correspond to the clean and adver-
sarial image classification loss components, respectively,
weighted by the scalar A\. Hence, for a fixed A\ and adversar-
ial strength, the model learns a fixed tradeoff between accu-
racy and robustness. For example, an AT with \ value of 1

Note that the generated @ are clipped to a valid range which, for our
experiments, is [0, 1].
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Figure 2. (a) Comparison of a conditional layer between existing FiLM based approach in OAT and proposed approach in FLOAT. (b)
Impact of various training A choices on the conditionally trained OAT. During testing we use Sy = [0,0.2,0.7, 1.0].

will allow the model to completely focus on perturbed im-
ages, resulting in a significant drop in clean-image classifi-
cation accuracy. Another strategy to improve model robust-
ness is through the addition of noise to the model weight
tensors. For example, [15] introduced the idea of noisy
weight tensors with a learnable noise scaling factor and im-
proved robustness against gradient-based attacks. However,
this strategy also incurs a significant drop in clean image
classification accuracy.

2.3. Conditional Learning

Conditional learning involves training a model with mul-
tiple computational paths that can be selectively enabled
during inference [44]. For example, [40], [18], [21] en-
hanced a DNN model with multiple early exit branches at
different architectural depths to allow early predictions of
various inputs. [48] introduced switchable BNs that enable
the network to adjust the channel widths dynamically, pro-
viding an in-situ efficient trade-off between complexity and
accuracy. Recently, [6] used switchable BNs to support run-
time bit-width selection of a mixed-precision network. An-
other conditional learning approach used feature transfor-
mation to modulate intermediate DNN features [19], [47],
[10], [43]. In particular, [43] used FiLM [35] to adaptively
perform a channel-wise affine transformation after each BN
stage that is controlled by the hyperparameter A of Equation
3. Such conditional training that is able to yield models that
can provide SOTA CA-RA trade-off on various A choices
during inference are popularly known as Once-for-all ad-
versarial training (OAT) [43].

Limitations of FiLM-based model conditioning. Each
FiLM module in OAT is composed of two fully-connected
(FC) layers with leaky ReLU activation functions and di-
mensions that are integer multiples of the output feature-
map channel size. Despite requiring a relatively small num-
ber of additional FLOPs, the FiILM module can significantly
increase the number of model parameters and associated
memory access cost [16]. Moreover, the increased num-
ber of layers can significantly increase training time and in-
ference latency [38], thus potentially prohibiting its use in
real-time applications.

Additionally, we investigated OAT’s performance on the
choice of the training A set (S), as shown in Fig. 2(b).

Interestingly, the CA and RA can vary up to 11.03% and
21.97%, respectively. This implies that,OAT’s performance
may vary significantly based on both the size and specific
values in Sy. In particular, the choice of S can signifi-
cantly impact the robustness at A = 0, sometimes leading
to no robustness. This implies that to obtain models that
yield near optimal CA-RA trade-offs, S must be carefully
chosen, implying the need for an additional compute-heavy
hyperparameter search or prior user expertise.

3. Proposed Approach
3.1. FLOAT

This section details our FLOAT training strategy. We
refer to the conditions for a model being trained on either
clean or adversarial images as the two training boundary
conditions. During training, we use a binary conditioning
parameter \ to force the model to focus on either of these
two conditions, removing the need to search a more fine-
grained set of \ choices.

To formalize our approach, consider a L-layer DNN pa-
rameterized by © and let @' € R¥' k' xCixC; represent the
layer [ weight tensor, where C! and C! represent the number
of filters and channels per filter, respectively, and k' repre-
sents the kernel height/width. We transform each parameter
of 8, by adding a noise tensor n' € RK' XK' % CixCy gealed
by a parameter o and conditioned by ), as follows,

0'=0'+X-al-n's n'~N(0,(0")?). @

Note that the standard deviation o of the noise matches that
of its weight tensor. A = 0 and 1 generate the original
weight tensor and its noisy variant, respectively.

As illustrated in Algorithm 1, we train our models by
partitioning an image batch B into two equal sub-batches
B1 and Bs, one with clean (I F'M) images and the other
with perturbed variants (1 F'M 4) (lines 5 and 7 in Algorithm
1). We use the PGD-7 attack to generate perturbations on
the image batch Bs. As illustrated in Fig. 2(a), the original
and noisy weight tensors are convolved only with clean and
perturbed variants, respectively. Note that the noise scal-
ing factor o! (line 10) is trainable and its magnitude can
be different in each layer to minimize the total training loss.
The post-convolution feature maps for clean and adversarial
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Figure 3. Post-training model performance on both clean and
gradient-based attack-generated adversarial images, with different
noise re-scaling factor A,,.

inputs can differ significantly in their respective mean and
variances [45], [46]. Therefore, the use of a single BN to
learn both distributions may limit the model’s performance
[43]. To solve this problem, we extend the A-conditioning
to choose between two BNs, BN and BN 4, dedicated for
IFMc and I1F M 4, respectively.

Our approach differs from previous efforts in several
ways. Earlier research performed noise-injection via reg-
ularization [3], [28] and perturbed weight tensors [15] to
boost model robustness at the cost of a significant accuracy
drop on clean images. In contrast, we use noise tensors to
transform a shared weight tensor and yield a model that can
be configured in-situ to provide SOTA accuracy on either
clean or perturbed images. Our approach is similar to \-
conditioning used by [43]. However, instead of transform-
ing activations using added FiLM-based layers trained with
multiple values of A [43], we transform weight tensors using
added noise conditioned by binary A\. Compared to [43], we
thus require models with significantly fewer parameters and
training scenarios, yielding faster training (up to 1.43x).

FLOAT generalization with noise re-scaling. One lim-
itation of the FLOAT as proposed above is that it allows
the user to choose between two boundary conditions only.
This limits applicability when the user is not confident about
which condition to use during inference. To motivate more
continuous in-situ conditioning, we analyze a ResNet20
model with noisy weight tensors trained with PGD-AT on
CIFAR-10 [15]. Post-training, we re-scaled o' for each
layer [, using a new floating-point parameter A, to yield
An - ol. Interestingly, as shown in Fig. 3, as the re-scaling
factor decreases, the model robustness decreases and the
clean-image accuracy increases.

Based on this observation, we introduce a practical
means of post-training in-situ calibration by adding a re-
scaling parameter ), to the inference model®>. This al-
lows us to enable a practical accuracy-robustness trade-off
in FLOAT during inference. We also define a threshold Ay,
such that for A, > \;;, we select BN 4 to perform inference
and select BN otherwise. [43] selected BN and BN 4

2Note that Ay, is a continuous variable between 0 and 1 where as \ is
binary. A, = 0 and A\, = 1 matches the training boundary conditions.
OAT, on the other hand, uses a single variable A that can be any floating
point value in [0, 1] during both training and inference.

when A = 0 and A\ > 0, respectively. We follow a similar
approach by setting A, = 0.

3.2. FLOAT Extension to Model Compression via
Pruning

Pruning is a particular form of model compression that
has been effective in reducing model size and compute com-
plexity for large DNNs for resource-constrained deploy-
ment [7, 27, 30, 14, 25]. Motivated by these results, we
incorporate a form of pruning called sparse learning® [27]
into FLOAT, which we refer to FLOAT sparse-irregular
(FLOATS-7). The resulting approach not only provides a
CA-RA trade-off, but also meets a target global param-
eter density d. In particular, FLOATS ranks every layer
based on the normalized momentum of its non-zero parame-
ters. Based on this ranking, FLOATS dynamically allocates
more weights to layer that have larger momentum and fewer
weights to other layers, while maintaining the global den-
sity constraint. To be more precise, let the binary pruning
mask be parameterized by the set IT with elements 7! rep-
resenting the mask tensor for layer [. The fraction of 1s in
! is proportional to its relative layer importance evaluated
through momentum. During training, the total cardinality of
the masked params always satisfies the following constraint

L L
Z card(f' o wl) < dz card(6). %)
=1 =1

To further ensure that the pruned models have structure
and enable speed-up on a wide range of existing hardware
[30], we propose FLOATS-c that performs channel prun-
ing. In FLOATS-c, for a layer I, we convert the 4D 6' to
a 2D weight matrix with C’ rows and (k')2C! columns
that is further partitioned in to C! sub-matrices of C! rows
and (k')? columns. To evaluate the channel importance, we
compute the Frobenius norm (F-norm) of each sub-matrix
¢ by computing f! = /6! . .|[3. We then keep or remove
a channel based on the ranking of f!’s, enabling pruning
at the channel level. As depicted in Fig. 4(a), the weight
heatmaps show that for the same layer FLOATS-c can yield
only 20.3% non-zero channels, while FLOATS-; retains all
the channels. In fact for the same target d, the channel den-
sity can be 10x lower for some layers as compared to that
in FLOATS-:. We note that this large scale channel reduc-
tion sometimes comes at a non-negligible accuracy drop as
shown in Table 1.

A globally structured locally irregular pruning. To si-
multaneously benefit from aggressive parameter reduction
via irregular pruning and width reduction via channel prun-
ing, while maintaining high accuracy, we propose a form of
hybrid compression called FLOATS slim. FLOATS slim

3Every update of the model happens sparsely, meaning only a fraction
of the weights are updated, while others remain as zero.
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Algorithm 1: FLOATS Algorithm

Data: Training set X ~D, model parameters @, trainable
noise scaling factor c, binary conditioning
parameter A, mini-batch size 53, global parameter
density d, initial mask IT, prune type
(irregular/channel) ¢,,.

1 , Output: trained model parameters with density d.

2 © + applyMask (©,1II)

3 fori < 0totoep do

4 for j <+ 0 to np do

5

6

B/2 (Xo.s/2. Yous 2) ~D
Lo + computeLoss(Xo.5/2,0,\ =
03 (e YE):B/Z)
7 XB/Q:B  createAdv(Xg/2.5, Y5/2:8)
8 La+ computeLoss(XB/Q:B, O, )=
1,0;Y5)2.:8)
9 L+—05xLc+05%xLa
10 updateParam(®, a, V., II)
11 end
12 updateLayerMomentum (i)

13 pruneRegrow (O, II, u, d)// Prune fixed % of active and

14 // regrow fraction of inactive weights
15 Il <~ updateMask (I1, t,, 1)
16 end

leverages the idea of slimmable networks [48] to train a
model with channel widths that are scaled by a global chan-
nel slimming-factor (SF). On top of this, we use FLOATS-i
to yield a locally irregular model with even fewer parame-
ters for a specific SF. We perform both of these optimiza-
tions simultaneously, training with multiple SFs, including
SF = 1 (Algorithm detailed in the supplementary material).
Note, unlike FLOATS-c, where different layers might have
different SFs, FLOATS slim yields uniform SFs for all lay-
ers. However, in FLOATS slim, a model with SF< 1.0 is
trained as a shared-weight sub-network of the model with
SF = 1.0, contrasting FLOATS-c, where only one model of
a specific d is trained. Fig. 4(b) depicts the weight condi-
tioned convolution operation in FLOATS slim.
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Figure 4. (a) Comparison of channel density (weights plotted in abs. magnitude) for FLOATS irregular and channel, for the 29'* CONV
layer of WRN40-2 on STL10 while both are trained for d = 0.3. (b) Convolutional layer operation path for FLOATS slim. Note, the
switchable BNs correspond to BNs for each SF.

4. Experimental Results and Analysis
4.1. Experimental Setup

Models and datasets. To evaluate the efficacy of
FLOAT, we performed detailed experiments on six datasets,
CIFAR-10, CIFAR-100 [22], Tiny-ImageNet [12], and Ima-
geNet* with ResNet [13], SVHN [33] with WRN16-8 [49],
and STL10 [8] with WRN40-2 [49].

Hyperparameters and training settings. In order to
facilitate a fair comparison, for CIFAR-10, SVHN, and
STL10 we used similar hyperparameter settings as [43]. For
CIFAR-100, we followed same hyperparameter settings as
that with CIFAR-10. For Tiny-ImageNet we trained the
model for 120 epochs with an initial learning rate of 0.1
an used cosine decay. Training details on ImageNet is pro-
vided in the supplementary. For adversarial image genera-
tion during training, we used the PGD-k attack with ¢ and
k set to 8/255 and 7, respectively. We initialized the noise
scaling-factor o for layer [ to 0.25 as described in [15]. We
used the PyTorch API [34] to implement our models and
trained them on a Nvidia GTX Titan XP GPU.

Evaluation metrics. Clean (standard) accuracy (CA):
classification accuracy on the original clean test images.
Robust Accuracy (RA): classification accuracy on adver-
sarially perturbed images generated from the original test
set. We use RA as the measure of robustness of a model.
To directly measure the robustness vs accuracy trade-off,
we evaluated the clean and robust accuracy values of mod-
els generated through FLOAT at various \ values and com-
pared with those yielded through OAT and PGD-AT. We
used the average of the best CA and RA values over three
different runs with varying random seeds, for each A\ value
to report in our results.

4.2. Performance of FLOAT

Sampling A,,. Unless stated otherwise, to evaluate the
performance of FLOAT during validation we chose a set
of A\ps as Sy, = {0.0,0.2,0.7,1.0}. Note that setting \,,
to 0.0 or 1.0 corresponds to the values of A used during
training. Also, we measure the accuracy of FLOAT using

4We used part of ImageNet dataset with 50k samples from 100 classes.
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Figure 5. Performance of FLOAT on (a) CIFAR-10, (b) STL10, (c) SVHN, (d) CIFAR-100, (e) Tiny-ImageNet, and (f) ImageNet with
various A, values sampled from S}, for two different A;, for BN¢ to BN 4 switching. The numbers in the bracket corresponds to (CA,
RA) for the boundary conditions of A = 0 and A = 1. A, varies from largest to smallest value from top-left to bottom-right point.

two different settings of Ay, 0.0 (similar to OAT) and 0.5.
For Ay, = 0.5, we update the noise scaling factor by using
the following simple equation

— 6
new al 2. (N, —0.5); if0.5 <\, <1.0 ©

. {QLQ'MﬁHAn§05
As depicted in Fig. 5 (a)-(e), the FLOAT models gen-
eralize well to yield a semi-continuous accuracy-robustness
trade-off. Also, across all the datasets, Ay, = 0.5 yields a
more gradual transition between the two boundary condi-
tions. Consider the setting where A,, = 0.2. With Ay, =
0.5, we observe a 4.76% improvement in CA and a reduc-
tion in RA of 15.9% on average over all five datasets when
compared with \;;, = 0.0. The improvement in clean ac-
curacy here can be attributed to the use of BN. However,
this configuration shows a drop in CA and an improvement
in RA when compared to the configuration where A,, = 0.0.
This can be attributed to the use of noisy weights (refer to
Eq. 6) during inference. Thus, it can be concluded that a
user who cares more about clean image performance than
adversarial robustness, should set A\;, > 0.0 to see a less
abrupt drop in CA. Note that, because the generation of ad-
versarial images is noisy, it is not always true that increas-
ing A will always significantly improve robustness. Con-
sequently, in some cases, we obtain improved clean image
performance without a significant drop in robustness.

4.3. Comparison with OAT and PGD-AT

We trained the benchmark models following OAT and
PGD-AT with As sampled from a set Sy, = S, on three
datasets, CIFAR-10, SVHN, and STL10.

Discussion on CA-RA trade-off. Fig. 6(a)-(c) show
the comparison of FLOAT with OAT and PGD-AT in terms
of CA-RA trade-offs. The FLOAT models show similar or
superior performance at the boundary conditions as well as
at intermediate sampled values of \. In particular, compared
to OAT and PGD-AT models, FLOAT models can provide
an improved RA of up to 14.5% (STL10, A = 0.2) and
22.52% (CIFAR-10, A = 0.0), respectively. FLOAT also
provides improved CA of up to 6.5% (STL10, A = 1.0)
and 6.96% (STL10, A\ = 1.0), compared to OAT and PGD-
AT generated models, respectively. Interestingly, for both
FLOAT and OAT, in all the plots we generally see a sharp

ResNet34 on CIFAR-10 WRN16-8 on SVHN
60 40

50

o WRN40-2 on STL10

50

9 Fa0
< <%
€20 FLOAT =0 FLOAT
10 OAT
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OAT OAT
10 pcp-at  (b) pco-ar  (€)
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Figure 6. Performance comparison of FLOAT with OAT and PGD-
AT generated models on (a) CIFAR10, (b) SVHN, and (c) STL10.
A varies from largest to smallest value in S for the points from

top-left to bottom-right.

[
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drop in robustness while moving from top-left to bottom-
right. This can be attributed to to the switch from BN 4 to
BN¢ based on the Ay, in the forward pass of the inference
model.

Discussion on training time and inference latency.
Due to the presence of the additional FiLM modules, OAT
requires more time than standard PGD-AT to train. How-
ever, a single PGD-AT training can only provide a fixed
accuracy-robustness trade-off. For example, to have trade-
off with 4 different As PGD-AT training time increases pro-
portionally by a factor of 4. FLOAT, on the contrary, due to
absence of additional layers, trains faster than OAT. In par-
ticular, Fig. 7(a) shows the normalized per-epoch training
time (averaged over 200 epochs) of OAT and PGD-AT are,
respectively, up to 1.43x and 1.37x slower than FLOAT.

Network latency increases with the increase in the num-
ber of layers for both standard and mobile GPUs [29], [38],
primarily because layers are operated on sequentially [38].
The additional FiLM modules in OAT significantly increase
the layer count. For example, for each bottleneck layer in
ResNet34, OAT requires two FILM modules, yielding a to-
tal of four additional FCs per bottleneck. On the other hand,
FLOAT, similar to a single PGD-AT trained model, requires
no additional layers or associated latency, making it more
attractive for real-time applications.

Discussion on model parameter storage cost. Unlike
OAT, where the FiLM layer FCs significantly increase the
parameter count, the additional BN layers and scaling fac-
tors of FLOAT represent a negligible increase in parameter
count. In particular, assuming parameters are represented
with 8-bits, a FLOAT ResNet34 has only 21.28 MB mem-
ory cost compared to 31.4MB for OAT. Fig. 7(b) shows
that FLOAT models, similar to PGD-AT:1T, can yield up to
1.47x lower memory.

Discussion on FLOPs. Compared to the standard PGD-
AT, FLOAT incurs additional compute cost of addition of
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Figure 7. Comparison of FLOAT with( bAT and PGD-AT in terms
of (a) normalized training time per epoch and (b) model parameter
storage (neglecting the storage cost for the BN and o) (c) CONV
layer compute delay on conventional ASIC (using the delay model
of Eq. 7, 8, and 9) architecture [1] evaluated on ResNet34 for
CIFAR-10. Note, PGD-AT:1T yields 1 model for each A choice.

noise with the weight tensor during forward pass. For ex-
ample, for ResNet34 with ~21.28 M parameters, FLOAT
needs similar number of additions for noisy weight trans-
formation. However, compared to the total operations of
~1.165 GFLOPs, the transformation adds on 1.182% addi-
tional computation. Moreover, as a single addition can be
up to 32x cheaper than a single FLOP [16], we can grace-
fully ignore such transformation cost in terms of FLOPs.
OAT, on the other hand, also incurs negligibly less FLOPs
overhead of up to only ~1.7% [43].

Discussion on compute delay in Von-Neumann ASIC
hardware. A neural network deployed on a conventional
Von-Neumann hardware has two dominant operation types:
memory read and Multiply-accumulate (MAC). Based on
the assumption that these operations are sequential, as in
[1, 20], the convolution layer delay to compute C* output-
features can be estimated

h2oto! h2oto!
Teonv &[ (K)°CiC, 1 X Tread + [()#1
(Bro/Bw )Noank Niruie
X H W e @)

where Bjo is the memory input-output (IO) bandwidth
and Byy is the bit-width of each weight stored in memory.
Npank and N, corresponds to the number of hardware
memory banks and multiply units. Similar to earlier litera-
ture [1, 20], for a standard hardware we assume the values
of Bro, Bw, Npank, and N, to be 16, 8, 4, and 175,
respectively. A single memory read and multiply operation
time is denoted by T,eqq and Ti,q1¢, respectively. Their val-
ues for a 65nm CMOS process technology are 9ns and 4ns,
respectively [20]. Based on similar assumptions, the delay

model for modified CONV layer [ for FLOAT (7% ) and
OAT (7%,,,) can be estimated as
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Figure 8. Performance comparison of FLOAT slim, FLOATS(-z)
slim with OAT slim. We used ResNet34 on CIFAR-10 to evaluate
the performance.
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Here, the first term corresponds to the read delay and re-
maining term(s) correspond to the delay associated with the
multiplications. We ignore the energy associated with read-
ing o because it is negligible compared to the read energy
for the other model parameters. Based on these Egs, Fig.
7(c) shows the minimum, maximum, and average normal-
ized delays with respect to the 7.on,. In particular, con-
ditional CONYV layer delay of FLOAT can be up to 1.66x
faster compared to that of OAT, illustrating its efficacy on
conventional architecture.

4.4. Performance of FLOATS

Table 1 shows the performance of FLOATS with irreg-
ular, channel, and slimmable compression. The FLOATS
slim model was trained with two representative SFs of 1.0
and 0.5 with a global target density d = 0.3. We report its
performance with SF= 0.5. Here, compression ratio (CR)
and channel reduction factor (CRF) are computed as 5 and
% oftowl Ciggnels —eni» Tespectively. Compared to FLOATS-
¢, FLOATS slim requires 1.62x less storage, results in up
to 2x speed-up, and yields 2.24% higher classification ac-
curacy. Moreover, FLOATS slim provides us with a unique
three-way trade-off between robustness, accuracy, and com-
plexity, requiring only single training pass.

Fig. 8 illustrates the efficacy of FLOAT slim compared
to OAT slim. FLOAT slim provides significantly improved
performance for all tested values of A for both the SFs. In
particular, FLOAT slim yields up to 3.6% higher accuracy.
Adding sparsity, FLOATS slim yields similar accuracy im-
provement with up to 2.95x less parameters. Moreover,
GPU hardware measurements show that our slimmable net-
works trains up to 1.90x faster compared to OAT slim.

4.5. Generalization and Gradient Obfuscation Tests

PGD-20 FGSM Autoattack

g @ g ) H ©

10 FLOAT FLOAT 10 FLOAT

5 OAT oAT 0 PGD-AT

%6 67 88 89 90 91 92 93 94 95 ‘%6 57 g8 89 90 91 92 93 94 9 86 87 88 89 90 91 92 93 94 95
CA (%) CA (%) CA (%)

Figure 9. Performance comparison of FLOAT with OAT on (a)
PGD-20 and (b) FGSM attack generated images. (c) CA-RA plot
of FLOAT vs. PGD-AT on autoattack. All evaluations are done
with ResNet34 on CIFAR-10. A varies from largest to smallest
value in S for the points from top-left to bottom-right.

To demonstrate the generalization of FLOAT models
on different attacks, we show their performance on im-
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Algorithm | Acc. % (A = 0.0) Acc. % (A = 1.0) CR 1 CRF 1 | Reduced [Potential
CA RA CA RA storage speed-up
FLOAT 94.83 22.52 89.1 56.71 1x 1x X X
FLOATS-7 94.12 18.7 88.6 55.92 10x 1x v/ X
FLOATS-c 93.84 17.2 86.87 53.2 2.94 % 1.54% v v
FLOATS slim|  94.26 19.1 88.9 55.44 4.76 % 2% v/ v

Table 1. Performance comparison between different compressed FLOAT variants trained on CIFAR-10 with ResNet34. /v, v/, and

X indicate aggressive, non-aggressive, and no reduction, respectively, compared to the baseline of FLOAT.

60 60
_50 FLOAT (A =1.0) ~55 FLOAT (A =1.0)
x40 S
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730 S
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0 35
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Figure 10. PGD attack performance as a function of (a) bound €
and (b) attack iterations K for A = 1.0. We observe a similar
trend for other inference As.

ages adversarially-perturbed through PGD-20 and FGSM
attacks. We follow [43] to generate the PGD-20 perturba-
tions and set the number of steps to 20, keeping other hy-
perparameters the same as PGD-7. For FGSM, we make
e = 8/255 following [43]. As shown in Fig. 9(a)-(b), un-
der both the attacks, FLOAT can achieve in-situ accuracy-
robustness trade-offs similar to that of OAT. Moreover, we
have analyzed FLOAT’s robustness with an ensemble of
parameter-free attacks, namely the ‘random’ variant of au-
toattack [9]°. Details of the autoattack hyperparameters are
provided in the Supplementary Materials. As depicted in
9(c), compared to the PGD-AT yielded models, FLOAT
consistently yields better RA with similar or improved CA.

We now show results on the checklist to examine
whether the robustness improvement is caused by obfus-
cated and masked gradient (see Table 2) as proposed in
[2]. Fig. 9(a) and (b) show, single-step FGSM attack per-
forms poorly compared to the iterative counter-part PGD.
This certifies the success of Test (i), as listed in Table 2.
To perform Test (ii), we trained two ResNet34 models (A
and B) on CIFAR-10 and used A to generate black-box
(BB) adversarial images for B. The test passes because the
model robustness improves on BB attack generated images
by ~13%(A = 1.0), compared to that on white-box (WB)
adversaries (Fig. 5(a)), indicating weaker BB than WB at-
tacks. To verify Tests (iii) and (iv) we analyzed ResNet34
on CIFAR-10 with increasing attack bound €. As shown in
Fig. 10(a), the classification accuracy decreases as we in-
crease € and finally reaches an accuracy of ~0%. Test (v)
can fail only if gradient based attacks cannot provide adver-
sarial inputs for the model to misclassify. However, despite
adv training, both FGSM and PGD, the gradient attack vari-
ants, can fool the network despite our training.

We further evaluated the model with increasing attack
strength by increasing the PGD iteration count /. As Fig.
10(b) shows, after an initial drop in robustness, the model

SWe have followed the official repo https:/github.com/fra31/auto-
attack to generate the attack.

Checks to identify gradient obfuscation Pass

1) Single-step attack performs better compared to iterative attacks v/
ii) Black-box attacks performs better compared to white-box attacks v’

iii) Increasing perturbation bound can’t increase attack strength v
iv) Unbounded attacks can’t reach ~100% success v
v) Adversarial example can be found through random sampling v

Table 2. Checklist tests for characteristic behaviors caused by ob-
fuscated and masked gradients [2].

robustness nears an asymptote. In contrast, if the success of
FLOAT models arose from the incorrect gradient of a single
sample, increasing the attack iterations would have broken
the defense completely [2]. Thus both BPDA and Autoat-
tack checklist validate the “real” robustness improvement.

5. Conclusions

This paper addresses the largely unexplored problem of
enabling an in-situ inference trade-off between accuracy, ro-
bustness, and complexity. We present FLOAT, a fast learn-
able once-for-all adversarial training that uses model con-
ditioning to capture the different feature-map distributions
corresponding to clean and adversarial images. FLOAT
transforms its weights using conditionally added scaled
noise and dual batch normalization structures to distinguish
between clean and adversarial images. The approach avoids
increasing the layer count, unlike other state of the art alter-
natives, and thus does not suffer from increased network la-
tency. FLOAT models can be configured in-situ to dynami-
cally adjust the model’s accuracy, robustness, and complex-
ity based on the image scenario without requiring any addi-
tional trained weights, making them suitable for portable
Al-enabled devices having stringent storage and energy-
budget limitations. We then extend FLOAT to include spar-
sity to further reduced complexity and latency providing an
in-situ trade-off including model complexity. We consider
auto selection of the As based on prediction confidence as
an interesting future research direction.

Potential negative societal impact. Adversarial train-
ing compute cost and time is ~7x costlier than standard
DNN training. This can be further translated to signif-
icantly higher carbon footprint. As opposed to standard
training, despite FLOAT’s significantly high once-for-all
training cost, we believe its ability to generate in-situ con-
figurable models to adjust accuracy and robustness trade-off
can dramatically reduce the iterative training costs.
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