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Reference DRHDRI DrTMO Ours

HDR-VDP-2 / PSNR / SSIM 58.45 / 25.32 / 0.9291 53.12 / 22.99 / 0.8821 59.25 / 28.79 / 0.9690

Figure 1: The result from our weakly supervised single-image HDR reconstruction. Deep Recursive HDRI [18] and DrTMO [6]
produce artifacts in saturated regions. Our method outperforms both previous methods with a more visually pleasing HDR.

Abstract

High dynamic range (HDR) imaging is an indispensable
technique in modern photography. Traditional methods fo-
cus on HDR reconstruction from multiple images, solving
the core problems of image alignment, fusion, and tone map-
ping, yet having a perfect solution due to ghosting and other
visual artifacts in the reconstruction. Recent attempts at
single-image HDR reconstruction show a promising alter-
native: by learning to map pixel values to their irradiance
using a neural network, one can bypass the align-and-merge
pipeline completely yet still obtain a high-quality HDR im-
age. In this work, we propose a weakly supervised learning
method that inverts the physical image formation process
for HDR reconstruction via learning to generate multiple
exposures from a single image. Our neural network can
invert the camera response to reconstruct pixel irradiance
before synthesizing multiple exposures and hallucinating de-
tails in under- and over-exposed regions from a single input
image. To train the network, we propose a representation
loss, a reconstruction loss, and a perceptual loss applied on
pairs of under- and over-exposure images and thus do not
require HDR images for training. Our experiments show
that our proposed model can effectively reconstruct HDR im-
ages. Our qualitative and quantitative results show that our
method achieves state-of-the-art performance on the DrTMO
dataset. Our code is available at https://github.
com/VinAIResearch/single_image_hdr.

1. Introduction

Cameras are optical instruments designed to mimic the hu-
man visual system (HVS). They can capture the surrounding
environment as close as what our eyes can observe in gen-
eral conditions. Unfortunately, an essential but challenging
factor for the camera to reproduce compared to the human
visual system is the dynamic range. Remarkably, dynamic
ranges captured by a camera and our eyes are not the same.
A consumer-grade camera can only capture images with rela-
tively low dynamic ranges (LDR images) while our eyes can
perceive very high dynamic ranges (HDR) [2, 7]. The im-
ages captured by such cameras often result in over-exposed
regions with many saturated details.

HDR imaging is a technique in modern photography to
reproduce a higher dynamic range in a photograph so that
more details of the bright and dark regions can be retained in
the image. HDR images are a more faithful reproduction of
a scene, being closer to HVS than traditional (low) dynamic
range images. Beyond photography, HDR has found appli-
cations in image-based lighting, HDR display design, and
computer vision downstream tasks. As the need for HDR
imaging becomes prevalent, techniques for HDR imaging
reconstruction are requisite.

Unfortunately, acquiring HDR images is a challenging
task. To reconstruct an HDR image, one typically needs
special hardware like a camera system with HDR support;
else, one has to capture multiple LDR images and recon-
struct HDR computationally. The latter approach is more
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popular as its theories, and best practices have been well un-
derstood and widely implemented on consumer devices such
as smartphones [10]. A common technique is to reconstruct
HDR with multiple exposure images, where each exposure
captures details in certain dynamic ranges. Notwithstanding
such adoption, multi-exposure-based HDR suffers from vi-
sual artifacts due to object motion at capture. Computational
photography methods on HDR reconstruction mainly deal
with approaches that can mitigate these artifacts.

With deep learning, reconstructing an HDR image from a
single LDR image becomes a plausible solution to resolve
visual artifacts caused by motion. In principle, we could
generate a sequence of well-aligned images with different ex-
posures, which can be fused by conventional methods [4,23]
to generate an HDR image. Recent work [6, 17, 18, 19] has
made significant progress in this direction. However, these
approaches are designed in a supervised learning manner
that requires input images with corresponding ground truth.
These approaches do not explicitly handle the missing-detail
issue in saturated regions (as shown in Fig. 1). In this work,
we propose a novel weakly supervised learning method that
utilizes only low-dynamic range images from the same ex-
posure stack for training HDR reconstruction. The basic
idea is to learn to generate multiple exposure images from
a single image by inverting the camera response and hallu-
cinating missing details using neural networks. Our main
contributions are:

• A novel end-to-end trainable neural network that can gen-
erate an arbitrary number of different exposure images for
HDR reconstruction. Our network is designed with weakly
supervised learning that only uses multiple exposures for
training, and thus can relax the requirement of obtaining
ground truth HDR images;

• An objective function that utilizes pixel irradiance for su-
pervising the network using only multiple exposure images
without the need for ground truth HDR image;

• Comprehensive quantitative and qualitative evaluations
with results showing that the proposed framework is com-
parable to existing models.

We will release our implementation, evaluation code, and
pre-trained model upon publication.

2. Related Work
High-quality HDR from Multiple Exposures. HDR re-
construction is a long-studied problem in computer vision.
The typical approach to this problem is to reconstruct HDR
from multiple exposures as suggested by Debevec and Ma-
lik [4] or Mertens et al. [23]. The aforementioned methods,
however, often fail to reconstruct the desired HDR image
properly, leading to artifacts, ghosting, and tearing in the

Approach Method
Dataset

available Training

Direct
Input: LDR

Output: HDR

Eilertsen et al. [5] No Supervised
Yang et al. [43] No Supervised
Moriwaki et al. [25] No Supervised
Marnerides et al. [22] No Supervised
Khan et al. [14] No Supervised
Liu et al. [21] Yes Supervised
Santos et al. [36] No Supervised

Indirect
Input: LDR

Output: LDRs

Endo et al. [6] Yes Exposure stack
Lee et al. [17] No Exposure stack
Lee et al. [18] No Exposure stack
Lee et al. [19] No Exposure stack
Ours Yes Exposure pair

Table 1: Summary of single-image HDR reconstruction.

final HDR image, especially when motion is introduced in
the scene. For a long time, research in HDR reconstruction
was focused on mitigating such artifacts [10, 12, 37, 38].

In the modern era of deep learning, Kalantari et al. [13]
proposed the first learning-based method for HDR image
reconstruction for dynamic scenes, which performs image
alignment and merging with a convolutional neural net-
work (CNN). Later work [29, 30, 31] followed the previous
pipeline but replaced the conventional optical flow in the
alignment step with CNN. Others opt for an end-to-end net-
work [40, 41, 42] or a generative adversarial neural network
(GAN) [20, 27] to solve this problem. While these methods,
as mentioned earlier, can produce high-quality HDR images,
eliminating ghosting artifacts is still a challenging problem
in the multiple exposure pipeline.
Single-Image HDR Reconstruction. Using a single image
for HDR reconstruction is, therefore, beneficial in that the
misalignment problem can be circumvented. Eilertsen et
al. [5] proposed to use CNN to predict the missing infor-
mation lost in saturated regions caused by sensor saturation.
Differing from the previous work, Yang et al. [43] enriched
details in LDR images by using a CNN that first recovered an
HDR image with missing details. Then it learned a tone map-
ping function that mapped from HDR to the LDR domain
with the retrieved details. Other ideas, such as employing a
hybrid loss [25], combining local and global features [22]
or using Feedback Network [14], have been proposed in an
attempt to output more realistic results. Recently, Liu et
al. [21] decomposed the HDR imaging problem into three
sub-tasks based on modeling the reversed, HDR-to-LDR im-
age formation pipeline: dynamic range clipping, non-linear
mapping, and quantization. Note that a similar idea [1, 44]
to reverse the camera pipeline has been applied in the de-
noising task. Santos et al. [36] suggested a feature masking
mechanism to guide the network to focus on the valid in-
formation in the well-exposed regions rather than saturated
ones to avoid causing ambiguity during training the CNN.
Furthermore, their work also suggested that pre-training with
inpainting can help the network synthesize visually pleasing
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textures in the saturated areas. The previous work typically
extends the dynamic range of the input by directly predicting
details in the overexposed regions caused by sensor satura-
tion. These methods require ground truth HDRs available in
the learning process to achieve that goal.

An indirect way to reconstruct HDR from a single image
is via the prediction of multiple exposure images. The final
HDR photo is then reconstructed from the inferred bracketed
LDR images. The benefit of this approach is that it allows
more fine-grained control of the details by having the low-
and high-exposure generation in separate processes. This
idea was first explored by Endo et al. [6], where they used
two neural networks to infer up- and down-exposure im-
ages from an LDR image with medium exposure. Similarly,
Lee et al. [17] later proposed a single model containing six
sub-networks in a chaining structure to infer the bracketing
images sequentially. With the input at a middle exposure
value (EV0), their model can infer EV ±1, ±2, ±3 effectively
as the network goes deeper. As the number of synthesized
bracketed images is fixed along with the exposure of each
image, any attempts to overcome these limitations may re-
quire re-training the network. To overcome the mentioned
issue, Lee et al. [18] defined two neural networks represent-
ing the relationship between images with relative EVs. The
proposed structure can scale well with the number of gen-
erated images without the need to re-train or to add more
sub-networks. Following that, Lee et al. [19] improved
the predecessor work by using two conditional GAN struc-
tures [24] to generate a multi-exposure stack recursively.
Although the mentioned frameworks can synthesize plau-
sible multi-exposure stacks, it still has limitations since it
has neither more granular control over the output exposure
nor takes into account the image formation pipeline. Our
method is based on this indirect approach in that our network
predicts multiple exposure images granularly by inverting
the physical image formation pipeline.

We summarize all methods for single-image HDR recon-
struction in Tab. 1, where our method is based on weak
supervision from multi-exposure images. Note that while
the method of Ram et al. [32] is unsupervised, our method
is different from that as we learn to generate multi-exposure
stacks, whereas Ram et al.’s method is used to fuse them.

3. Our Approach

3.1. Problem formulation

In this section, we propose our method for HDR image
reconstruction. The basic idea is to let the network learn
to generate multiple exposures from a single input image,
and the HDR can be reconstructed from the generated ex-
posures following the conventional HDR pipeline. Let us
begin with our camera pipeline for image formation (Fig. 2).
We generally model an image I from the in-camera image

Figure 2: We model the traditional image formation pipeline
by a non-linear function f(X) where X = E∆t is the sensor
exposure formed by the product of sensor irradiance E and
exposure time t. Our method learns to invert this function
by using CNNs in an end-to-end fashion.

processing pipeline as a function f(X) that transforms the
scene irradiance E integrated over exposure time ∆t. The
light measurement X = E∆t is linear and based on the
physics model of light transport, and the function f(X) is
the composition of all non-linearities that occurred in the
in-camera signal processing, such as camera response func-
tion, clipping, quantization, and other non-linear mappings.
In this model, the sensor irradiance E captures the high dy-
namic range signals of the scene, and the image I represents
the low dynamic range (LDR) signal for display. Note that
we assume the noise in the process is insignificant. Thus we
decide to exclude it from the pipeline.

To perform HDR reconstruction, our goal is to invert
this image formation model to recover sensor irradiance E
from image I so that E = f−1 (I) /∆t. This means we
have to invert the non-linearities captured in f(X). Unfortu-
nately, this is an ill-posed and challenging problem because
some steps in f(X) are irreversible, e.g., clipping, while the
camera response function varies per camera and is usually
considered proprietary. To address this problem, we opt for
data-driven approaches, and we propose to use CNNs to
learn the pipeline inversion.

3.2. Proposed network

Our HDR supervision is based on pairs of images taken
with different exposures. We assume that the images are
taken with the same camera in the same scene, so the images
share the same underlying scene irradiance, which is also
the same assumption as Grossberg and Nayar’s method [8].
Let the multiple exposures be {Ii} with Ii = f (Xi) =
f (E∆ti) , ∀i = 1, . . . , n where ∆ti is the exposure time of
a corresponding image Ii and sensor exposure Xi = E∆ti
to supervise the neural network. Particularly, for every pair
of low- and high-exposure (I1, I2) from the same sensor
irradiance E and mapping function f with corresponding
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Up-Exposure Net

Down-Exposure Net

HDR Encoding Net

Figure 3: Training pipeline of our proposed framework. Given a pair of images in two different exposures, we predict latent
invariant representation from the exposures by enforcing the exposure pair (X̂1, X̂2) to have the same representation when
scaled by a factor (network N1). This representation can then be scaled and passed to Up/Down-Exposure Net (N2 and N3) to
reconstruct different exposure images.

exposure time (∆t1,∆t2) where ∆t2 > ∆t1 as input, we
predict the up- and down-exposure Î2 and Î1 for I1 and I2,
respectively. This task guides the network to generate Î1
and Î2 such that they match well the input exposure I1 and
I2. Mathematically, the relation between I1 and I2 can be
written as:

Xi = E∆ti = f−1 (Ii) (1)

where i ∈ {1, 2}. Given Xi, we can then scale it accordingly
and generate a different exposure image Ij :

Ij = f(Xj) = f(E∆tj) = f

(
Xi

∆tj
∆ti

)
(2)

where j ∈ {2, 1}. Figure 3 shows the overall structure of
our proposed method.
Network overview. Our proposed network consists of two
stages. The first stage is backward mapping, where we use
our HDR Encoding Net (N1) to transform input image Ii into
Xi, a suitable representation for the image’s sensor exposure
at exposure time ∆ti in latent space. An appropriate factor
can scale the representation Xi, as shown in Eq. (2) to get the
sensor exposure at a shorter or longer exposure time ∆ti±1.

The next stage is forward mapping, where we want to
map the scene irradiance Xi into a pixel value after alter-
ing its exposure time ∆ti to generate a new image with a
different exposure. In this stage, it requires to hallucinate
details in saturated regions. Due to the different nature of
under- and over-exposed images, we propose to use two
sub-networks Up-Exposure Net (N2) and Down-Exposure

Net (N3) respectively to hallucinate and generate the high-
and low-exposure image with respect to the input image
following the Eq. (2).
Masked Regions. In our model, we use masks to eliminate
the over- and under-exposed regions in the input image, as
Santos et al. [36] suggested in their approach. We use masks
in both the training and inference phase. Please refer to the
supplementary for more details and illustration about the
mask generation process.

3.3. Loss function

The proposed network can be trained in an end-to-end
fashion. In our training, we sample a pair of low- and high-
exposure (I1, I2) as input, respectively. By applying the N1

network to recover the latent sensor irradiance (X̂1, X̂2), we
then scale them by a factor ∆ti

∆tj
like in Eq. (2) before feeding

the outputs to the N2 and N3 to get the predicted (Î2, Î1)
exposure.

The choice of appropriate loss functions is critical for
the learning process of one’s model. In order to synthe-
size realistic bracketed images, apart from typically used
loss functions, we also introduce prior knowledge of the
camera formation pipeline to our proposed network. Specifi-
cally, we train our network by optimizing the combination of
HDR Representation loss Lh, reconstruction loss Lr, VGG
perceptual loss Lp and total variation (TV) loss Ltv . Mathe-
matically, the final combined loss function L is:

L = λhLh + λrLr + λpLp + λtvLtv (3)
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HDR Representation Loss. With the setup for our training
as shown in Fig. 3 and the image formation pipeline in Fig. 2,
we know that (I1, I2) comes from the same scene irradiance
E with an identical CRF f . Mathematically, we have:{

I1 = f (X1) = f (E∆t1)

I2 = f (X2) = f (E∆t2)
(4)

We could infer that, if the inverse CRF f−1 is known, I1
and I2 only differ by scalars ∆t1 and ∆t2 respectively. Our
method relies on this prior knowledge to constrain N1. We
introduce the transformation loss when transforming from
X̂1 to X̂2, following the Eq. (2), as:

Lt

(
X̂1, X̂2

)
=

∥∥∥∥∥log
(
X̂1 ⊙

∆t2
∆t1

+ ϵ

)
− log

(
X̂2 + ϵ

)∥∥∥∥∥
1

(5)

where ∆ti is the exposure time of the corresponding X̂i and
ϵ is a small constant to prevent numerical error. We take
the logarithm of both encoded sensor irradiance before com-
puting loss as computing the loss in the log domain reduces
the influence of these substantial errors and encourages the
network to restore more details in other regions. Then the
HDR Representation loss is defined as:

Lh = Lt

(
X̂1, X̂2

)
+ Lt

(
X̂2, X̂1

)
(6)

with X̂1, X̂2 is the output from N1 given the input is I1, I2
respectively. The Lh loss can be seen as a relaxed version
instead of directly forcing X̂1, X̂2, e.g.,

∥∥∥ X̂1

∆t1
− X̂2

∆t2

∥∥∥
1
. If

our network can learn to predict X̂i = Xi, the loss function
would reach its minimum. The reason for using this loss
function is that directly constraining X̂i by multiplying or
dividing could lead to exploding or vanishing gradient since
∆t usually lies within [0, 1]. This would make the training
very unstable. Therefore, the loss function in Eq. (6) that we
have derived is more suitable for training.
Reconstruction Loss. For supervising up and down-
exposure networks (N2 and N3), this can be seen as
an image-to-image translation task in which the typical
losses used are pixel-wise ℓ1-norm and ℓ2-norm. Previous
work [41, 46] has shown that ℓ1 is more effective for pre-
serving details, thus we employ our reconstruction loss as:

Lr =
∥∥∥Î1 − I1

∥∥∥
1
+
∥∥∥Î2 − I2

∥∥∥
1

(7)

where Î2, Î1 is the output from N2, N3 given the input image
is I1 and I2 respectively.
Perceptual Loss. The perceptual loss is used to evaluate
how well the extracted features from prediction are matched

with the extracted features from the ground truth. This can
help alleviate artifacts and create more realistic details in
inferred images. Following setup in [21, 36] we define our
perceptual loss as follows:

Lp =
∑
l

∥∥∥∥ϕl

(
Î1

)
− ϕl (I1)

∥∥∥∥
1

+
∑
l

∥∥∥∥ϕl

(
Î2

)
− ϕl (I2)

∥∥∥∥
1

(8)

where ϕl (·) is the extracted features at the lth layer of VGG
network. In this work, we use VGG-19 network [39] and
feature vectors are extracted from pool1, pool2, pool3 layers.
Total Variation Loss To avoid overfitting when training
and improve spatial smoothness of inferred images, we also
minimize the total variation loss. The total variation [35] for
an image y can be expressed as:

V (y) =
∑
i,j

(∥∥yi+1,j − yi,j
∥∥
1
+
∥∥yi,j+1 − yi,j

∥∥
1

)
(9)

where i, j are the corresponding pixel coordinates of that
image. Given the above definition, our total variation loss is
calculated on inferred images as:

Ltv = V(Î1) +V(Î2) (10)

3.4. Inference process

To perform inference, we let the network take a single
LDR image as input and produce multiple up- and down-
exposures of the input image to synthesize an image bracket.
Specifically, different exposures are synthesized by scaling
the latent scene irradiance of the input with an exposure ratio
as discussed in Sec. 3.2. We can then aggregate the images
in the bracket to form an HDR image by following the con-
ventional HDR imaging pipeline [4,23]. In this work, we use
Photomatix [11] to generate the HDR image. Tone mapping
is then followed to display the HDR image. More details of
the inference process are provided in the supplementary.

4. Experimental Results
4.1. Implementation details

Dataset. We used the dataset synthesized by Endo et al. [6]
for training and testing. The dataset was created by apply-
ing five representative CRFs from Grossberg and Nayar’s
Database of Response Functions (DoRF) [9] on 1,043 col-
lected HDR images with nine exposure values. The process
results in a total of 46,935 LDR images for training and 6,210
images for testing. Each image has a size of 512× 512. Im-
ages in the dataset cover a wide variety of scenarios such as
indoor, outdoor, night, and day scenes. Since our training
pipeline receives only pairs of images, we randomly sam-
ple two images from each scene in the training set and use
them as input to train our model. We do not evaluate on
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Reference DRHDRI DrTMO Ours

HDR-VDP-2
PSNR
SSIM

54.67
24.30
0.9194

62.17
28.01
0.9758

63.45
30.33
0.9813

Reference SingleHDR DrTMO Ours

HDR-VDP-2
PSNR
SSIM

53.77
23.99
0.6787

51.38
20.40
0.8853

52.69
23.24
0.9123

HDR-VDP-2
PSNR
SSIM

48.41
17.71
0.8277

51.30
25.11
0.9432

53.10
24.22
0.9444

HDR-VDP-2
PSNR
SSIM

63.30
29.20
0.9757

58.53
29.46
0.9737

65.24
31.65
0.9857

HDR-VDP-2
PSNR
SSIM

48.35
18.64
0.8682

51.42
18.46
0.8673

50.63
19.24
0.9127

HDR-VDP-2
PSNR
SSIM

57.56
21.97
0.5871

53.45
19.63
0.9069

58.81
22.06
0.9386

Figure 4: Tone-mapped HDR images comparison between different methods. DrTMO [6] and Deep Recursive HDRI [18]
produce artifacts in extremely high dynamic range regions, SingleHDR [21] appears to have checkboard artifacts, while our
method can recover details in these regions pleasingly.

Method PSNR (↑) SSIM (↑) LPIPS (↓) HDR-VDP-2 (↑)
Lee et al. [18] 19.56 0.7920 0.2096 53.86 ± 4.46
Endo et al. [6] 21.60 0.8493 0.1592 54.56 ± 4.29
Liu et al. [21] 19.77 0.7832 0.2001 52.77 ± 5.40
Liu et al. [21]* 21.58 0.8333 0.1427 56.42 ± 4.50
Ours 23.74 0.8916 0.1231 55.69 ± 5.01

Table 2: Quantitative comparisons on HDR images. Red
and blue text indicates the best and second-best respectively.
* indicates that the model has been pretrained on HDR-
SYNTH [21].

other datasets such as HDR-SYNTH, HDR-REAL from Liu
et al. [21], and RAISE [3] because they do not include image
pairs with known exposures that are required for our training.
Specifically, we investigated the HDR-SYNTH, HDR-REAL
data and found that their multiple exposure images are not
well organized. The exposures do not match the index on
file names, and the images do not include any EXIF tags that
can be used for recovering the exposure information.
Training details. Our model is trained using Adam op-
timizer [15] with batch size and learning rate as 64 and

1 × 10−4, respectively. We decrease the learning rate by
a factor of 0.5 every time the loss reaches a plateau. For
each image in the input pair, we randomly crop a patch of
256×256 from it. The cropped image also gets randomly ro-
tated, shifted, scaled, and flipped horizontally and vertically
for augmentation, which enriches the input data and prevents
the model from overfitting. We implement our model using
PyTorch [28] and train it on 2×NVIDIA Tesla A100 GPU
with approximate 200.000 steps for our model to converge.
The training phase took about three days to complete.

4.2. Evaluation results

Evaluation protocol. To demonstrate our model’s ability to
generate realistic images, we conduct experiments to com-
pare our method against Endo et al. (DrTMO) [6], Lee et
al. [18] (DRHDRI), and Liu et al. [21]. We also considered
Deep Chain HDRI [17] but could not compare due to the
lack of publicly available implementation. The model pro-
posed by Lee et al. [18] and their evaluation protocol only
use five images with EV ranging from -2 to +2 given the
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Method
Reinhard et al. [33] Photomatix [11]

PSNR (↑) SSIM (↑) LPIPS (↓) PSNR (↑) SSIM (↑) LPIPS (↓)

Lee et al. [18] 22.68 0.9017 0.1438 21.42 0.8730 0.1785
Endo et al. [6] 27.19 0.9419 0.1289 22.20 0.8944 0.1642
Liu et al. [21] 23.22 0.8954 0.1400 19.90 0.8548 0.1651
Liu et al. [21]* 26.19 0.9135 0.0969 23.89 0.8856 0.1236
Ours 29.68 0.9586 0.0617 25.22 0.9370 0.0933

Table 3: Quantitative comparisons on tone-mapped images with existing methods. Red and blue text indicates the best
and second-best respectively. * represents that the model has been pretrained on HDR-SYNTH [21]. The proposed method
outperforms all the others.

Component HDR Reinhard Tonemap Photomatix Tonemap

Two Exposure Nets HDR Loss PSNR (↑) SSIM (↑) LPIPS (↓) HDR-VDP-2 (↑) PSNR (↑) SSIM (↑) LPIPS (↓) PSNR (↑) SSIM (↑) LPIPS (↓)

✗ ✗ 17.51 0.5068 0.3169 52.41 ± 5.54 15.99 0.7764 0.2421 19.04 0.8009 0.2585
✗ ✓ 14.48 0.4068 0.3464 50.98 ± 5.43 14.41 0.7571 0.2107 17.10 0.7804 0.2359
✓ ✗ 23.05 0.8868 0.1192 56.68 ± 4.81 29.29 0.9608 0.0580 25.19 0.9396 0.0873
✓ ✓ 23.74 0.8916 0.1231 55.69 ± 5.01 29.68 0.9586 0.0617 25.22 0.9370 0.0933

Table 4: Ablation study. Using separate exposure networks or HDR representation loss alone leads to degraded performance.

input image has the EV of 0, each image is different by 1 EV,
to reconstruct the HDR image. Thus, we decided to use the
same setup as them. For Endo et al. [6], the model produces
a total of 16 images, with eight images for up and the rest
for down-exposed images. We decided to select only five
images with the EV difference in the range of -2 to +2 from
these for a fair evaluation between different models. For
Liu et al. [21], we include two versions: with and without
pretraining on HDR-SYNTH dataset [21]. Note that Liu et
al.’s method requires ground truth HDR for training.
Comparisons on HDR images. We use Photomatix [11] to
recover the final HDR image from the predicted exposures.
The peak signal-to-noise ratio (PSNR), structure similarity
(SSIM), LPIPS [45], and HDR-VDP-2 [26] metrics are used
to evaluate our reconstructed HDR from bracketed images.
The result is shown in Tab. 2. Our model outperforms all
previous works in PSNR, SSIM, and LPIPS. Compared to
Liu et al. [21], our model outperforms in the HDR-VDP-
2 metric if their model is not pretrained on HDR-SYNTH.
Their pretrained version is slightly better in HDR-VDP-2
metric due to the use of extra training data.
Comparisons on tone-mapped images. The tone map-
ping operator (TMO) that we use to map the reconstructed
HDR image into displayable LDR one is Reinhard et al. ’s
method [33], a popular global TMO that models the hu-
man visual system. We also consider the TMO from Pho-
tomatix [11] to validate the consistency in quantitative results
between different methods. Table 3 shows that our proposed
method outperforms all of the others in terms of all metrics -
PSNR, SSIM, and LPIPS.

Figure 4 shows our tone-mapped HDR images along with
others. DrTMO [6] and Deep Recursive HDRI [18] produce

Masked over-/under-exposure PSNR (↑) SSIM (↑) LPIPS (↓)
✗ 16.62 0.8423 0.1681
✓ 16.67 0.8581 0.1391

Table 5: Analysis on HDR Encoding Net (N1).

artifacts in extremely high dynamic range regions. While
SingleHDR [21] could handle these regions, the results ap-
pear to have checkboard artifacts. Our method can recover
these regions with reasonable details and without artifacts.
More qualitative results can be found in the supplementary
material.

Figure 5 compares four different exposure values synthe-
sized by Deep Recursive HDRI [18], DrTMO [6], and ours,
along with the corresponding ground truth. In the lowest EV,
our model can synthesize details in the blue sky that is most
plausible and near the ground truth image than the other
two methods as DrTMO [6] seems to suffer from artifacts
when trying to fill in the details. While in the up-exposure
scenario, all considered methods perform reasonably well,
but the color and contrast of Deep Recursive HDRI [18] do
not match the ground truth images. Their network does not
seem to model the CRF well enough to preserve the specific
non-linear mapping in the CRF.
Ablation study. We provided an ablation study in Tab. 4
to highlight the effectiveness of our proposed components.
Similar to the previous works [6, 18, 19, 19], we empirically
found that using a single network to learn up-/down-exposure
is ineffective. This study also confirms the benefit of our
proposed HDR loss for the PSNR metric.
Network structure analysis. To understand our proposed
network, we provide an analysis of the effect of our HDR
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Figure 5: Comparison of bracketed images generated by our model, DrTMO [6], Deep Recursive HDRI [18], and the reference.
The overall structure of images is well reconstructed as well as perceptually similar to ground truth images for our method.
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Figure 6: Results of user study - Ours vs. the Others. The
proposed method is preferred to other methods in both tests.

Encoding Net (network N1 in Fig. 3). We take an LDR
image I as input to N1. Each LDR image in the dataset is
associated with a ground truth camera response function g,
which we use to apply to the output of N1. We evaluate the
similarity of I and g(N1(I)) over all images in the test set
using PSNR, SSIM, and LPIPS. The results are shown in
Tab. 5. It can be seen that N1 recovers the scene radiance to
a certain extent, reflected by a mid-range PSNR, SSIM, and
LPIPS. Visualizations of the output of N1 can be found in
the supplementary material.

4.3. User study

We conduct a user study on 40 samples to evaluate human
preference on the qualitative results. We randomly pick
28 scenes from the total of 33 scenes and show each in
pairs [16, 34]. The participants are asked to pick a better
image in each pair. First, in the test without reference, we
show only two images, one is ours, and one is from the
other method to evaluate visual quality of the two HDR

reconstructions. Then we do a reference test, in which we
add an input LDR and a ground truth HDR image to each
question. This is to evaluate the faithfulness of each method.
We report the detailed comparison in Fig. 6, which shows
that we are preferred in both tests compared to all other
methods by approximately 70% of the users.

5. Conclusion

We proposed a method for predicting multiple exposures
from a single input image, which is applied for HDR im-
age reconstruction. Our method contributes toward making
data-driven HDR reconstruction more accessible without
the need for ground-truth HDR images for training. Our
method can generate an arbitrary number of different ex-
posure images, enabling more granular control in the HDR
reconstruction. We achieved state-of-the-art performance on
DrTMO dataset [6].

A limitation of our method is that our reconstruction
might have visual artifacts or missing details, which we
hypothesize this is due to the diversity of the DrTMO dataset
as it includes both natural outdoor and man-made indoor
scenes, making the hallucination extremely challenging to
learn. Future research might integrate generative modeling
to improve the image quality or condition the reconstruction
on example photographs.
Acknowledgment. This work is done when Quynh Le was
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