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Abstract

Unsupervised video object segmentation aims to segment
a target object in the video without a ground truth mask in
the initial frame. This challenging task requires extracting
features for the most salient common objects within a video
sequence. This difficulty can be solved by using motion in-
formation such as optical flow, but using only the informa-
tion between adjacent frames results in poor connectivity
between distant frames and poor performance. To solve
this problem, we propose a novel prototype memory net-
work architecture. The proposed model effectively extracts
the RGB and motion information by extracting superpixel-
based component prototypes from the input RGB images
and optical flow maps. In addition, the model scores the
usefulness of the component prototypes in each frame based
on a self-learning algorithm and adaptively stores the most
useful prototypes in memory and discards obsolete proto-
types. We use the prototypes in the memory bank to predict
the next query frame’s mask, which enhances the associa-
tion between distant frames to help with accurate mask pre-
diction. Our method is evaluated on three datasets, achiev-
ing state-of-the-art performance. We prove the effectiveness
of the proposed model with various ablation studies.

1. Introduction
Video object segmentation (VOS) aims to delineate

pixel-level salient object masks in each frame. VOS is
used as preprocessing for video captioning [45], interac-
tive segmentation [39], and optical flow estimation [6]. It
is also widely applied in robotics and autonomous vehi-
cles [1, 24, 29].

VOS tasks are divided into semi-supervised [7, 31, 52]
and unsupervised VOS [13, 43, 63, 15] depending on
whether the ground truth mask of the first frame of the video
sequence is provided. To be more specific, semi-supervised
VOS aims to track and segment a specified object in the ini-
tial frame of a video. However, in an unsupervised VOS
task, the model must track and segment the most salient ob-
jects without being given a specified mask in the first frame.
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Figure 1. The overall flow of the proposed method. We split the
image into superpixels and create prototypes covering each super-
pixel area. Prototypes are evaluated for their usefulness along with
the previous prototypes in the memory bank, and the most useful
prototypes are stored in the memory bank for mask prediction in
the next sequence.

Therefore, an unsupervised VOS task is very challenging
because it is important to search for common objects in the
input video sequence and effectively extract their features.

To extract common, consistent features, traditional hand-
crafted methods [33, 11, 62, 49, 32] applied temporal trajec-
tory, saliency prior, and object proposal techniques. How-
ever, these methods perform poorly in complex morpholog-
ical variations of the target object over time and in extreme
lighting conditions. To solve this problem, deep-learning-
based unsupervised VOS models [13, 43, 63, 15, 19, 5] have
recently been in the spotlight. In particular, many mod-
els [13, 43, 63, 15] extract additional motion information
from the optical flow and use it as a guideline for com-
mon objects. However, because these models generate op-
tical flow maps between two adjacent frames, they ignore
the feature associations between long-distance frames, re-
sulting in poor performance. It is also difficult to fuse the
two features effectively because of the large domain gap be-
tween the RGB image and the optical flow. To solve these
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problems, Schmidtt et al. [37] applied 3D convolution to
make the model learn long-distance frame dependencies,
but this method cannot perform real-time prediction.

We propose a novel prototype memory network (PMN)
to address the aforementioned difficulties of unsupervised
VOS. Figure 1 shows the overall flow of the proposed
method. Many studies of segmentation tasks [44, 3, 54]
have shown that preprocessing using superpixels can pro-
vide useful features to models and improve performance by
clustering image pixels. Therefore, we first divide the RGB
images and optical flow maps into superpixels using a sim-
ple linear iterative clustering (SLIC) algorithm [2] to effec-
tively extract various detail and texture information from
the RGB images and motion information from the optical
flow maps. We then create component prototypes from the
superpixel mask, focusing on prototype learning, which is
widely used in few-shot segmentation tasks [9, 46, 26]. We
also propose a prototype scoring module (PSM) and mem-
ory bank to enhance common feature associations between
distant frames. The PSM scores the usefulness of the gen-
erated prototypes and samples only the most highly scored
prototype features. The prototypes selected by the PSM are
stored in a memory bank, and these prototypes are com-
bined with the prototypes generated from the next frame
image. The PSM updates the memory bank at every frame
by giving the prototypes new scores. Therefore, the mem-
ory banks can store useful features for target objects from
past frames so the model can use them for prediction in fu-
ture frames. The proposed PSM is trained with self-learning
techniques because the usefulness scores for the prototypes
are not labeled manually.

We tested our method on three popular datasets:
DAVIS16 [34], FBMS [32], and YouTube-Objects [35].
These datasets contain various challenging scenarios, and
the proposed model achieves state-of-the-art performance
on all three datasets. In addition, we performed various
ablation studies to prove the effectiveness of the proposed
model and show that robust VOS is possible in challenging
video sequences.

Our main contributions can be summarized as follows:

• We propose a novel PMN to extract detailed informa-
tion from the RGB image and motion information from
the optical flow and strengthen the connectivity be-
tween distant frames. Inspired by the prototype learn-
ing used in few-shot segmentation tasks, the proposed
model generates component prototypes based on the
superpixel algorithm.

• We propose a PSM to score the usefulness of the pro-
totypes generated and update the most highly scored
prototypes in memory. The PSM is self-supervised be-
cause prototype utility scores cannot be labeled.

• The proposed network achieves state-of-the-art per-
formance on the DAVIS-16 [34], FBMS [32], and
YouTube-Objects [35] datasets. Additionally, we
demonstrate the effectiveness of the proposed method
through various ablation studies.

2. Related Work
Unsupervised VOS. Unsupervised VOS aims to segment
eye-catching objects in a video sequence without human in-
tervention. This is an extension of previous single-image
salient object detection tasks and is more challenging be-
cause it detects common salient objects within a video se-
quence. Traditional methods [33, 11, 62, 49, 32] use motion
boundaries, long-term point trajectories, and objectness to
segment common objects. However, these methods often
fail due to the occlusion of the target object, illumination
extremes, and complex foreground and background struc-
tures. To perform robust VOS in such challenging situa-
tions, deep-learning methods have been in the spotlight re-
cently. In particular, methods [13, 43, 63, 15, 16] that focus
on the motion information of an object perform well in un-
supervised VOS tasks. For example, Fragkiadaki et al. [13]
ranked segment proposals by fusing optical flow and static
boundaries. Tokmakov et al. [43] used only optical flow
to capture motion cues, but it is difficult to segment static
objects with their method due to insufficient detail informa-
tion. In addition, MATNet [63] uses motion information to
enhance the spatiotemporal object representation. However,
this static and motion information fusion method performs
poorly with complex moving backgrounds, and there is a
problem dependent on the accuracy of the optical flow map.
Prototype Learning. Prototype learning is a method of
learning a metric space in which features can be distin-
guished by calculating the distance to the prototype repre-
sentation of each feature. In particular, prototype learning-
based deep-learning models [9, 46, 26, 53, 57, 20] perform
well in few-shot segmentation tasks. For example, Wang et
al. [46] proposed a model that creates query masks with
prototypes generated from support features and then creates
support masks with prototypes generated from query fea-
tures. Yang et al. [53] proposed a prototype mixture model,
effectively fusing foreground and background prototypes.
Li et al. [20] extracted robust features through clustering-
based adaptive prototype learning and improved the few-
shot segmentation performance.

We propose a memory prototype sampling architecture
inspired by prototype learning to extract features of pri-
mary objects effectively from video sequences. However,
unlike previous few-shot segmentation methods, the pro-
posed method generates various prototypes representing ob-
jects by using the SLIC [2] algorithm. It also improves the
unsupervised VOS performance by sampling prototypes of
common objects and storing them in a memory bank.
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Figure 2. The overall architecture of the proposed prototype memory network (PMN). The prototype generating module (PGM) generates
prototypes from images and flow maps. The prototype sampling module (PSM) samples the most useful prototypes by scoring the useful-
ness of the extracted prototypes. The memory bank stores the sampled prototypes to help predict the mask for the next frame. Finally, the
correlation map generating module (CMGM) generates correlation maps from the sampled prototypes.

3. Proposed Approach
3.1. Overall Architecture

Figure. 2 shows the overall architecture of the proposed
PMN. As inputs, the PMN uses an RGB image ItRGB ∈
R3×H×W at time t of the video sequence and an opti-
cal flow map ItF ∈ R3×H×W generated from ItRGB and
It+1
RGB and their superpixel maps St

RGB, St
F. The proposed

model consists of three primary parts: the PGM, PSM, and
CMGM. We also create an RGB memory bank and a flow
memory bank to store useful prototypes generated at time t
and use them for mask prediction at time t + 1. The PMN
also has two encoders for RGB images and flow maps and
one decoder.

3.2. Prototype Generating Module

The PGM generates prototypes from the multiscale en-
coder features E1, E2, and E3. As shown in Figure. 3, the
PGM first integrates E1, E2, and E3 using 1 × 1 convolu-
tion and upsampling to generate E ∈ RC×H

8 ×W
8 . This ar-

chitecture, based on a feature pyramid network (FPN) [23],
effectively integrates multiscale features from the encoder.
Furthermore, the PGM generates superpixel masks SMt

1,
SMt

2, ... SMt
N ∈ {0, 1}

1×H
8 ×W

8 from the superpixel map
St at time t, where each channel is a binary mask for each
superpixel and N is the number of superpixels. To gener-
ate prototypes from E, we perform masked average pooling
(MAP) using SMt as masks, where SMt is resized to the
same size as E. Consequently, the PGM generatesN proto-

𝑆𝑆𝑡𝑡 (𝑆𝑆𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡 or 𝑆𝑆𝐹𝐹𝑡𝑡) 𝑆𝑆𝑆𝑆1
𝑡𝑡 𝑆𝑆𝑆𝑆2

𝑡𝑡 𝑆𝑆𝑆𝑆𝑁𝑁
𝑡𝑡

Superpixel masks

Encoder features

MAP
𝟏𝟏 × 𝟏𝟏 conv & 
Up-sampling

𝐸𝐸1 𝐸𝐸2 𝐸𝐸3
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𝑃𝑃𝑁𝑁−2𝐸𝐸

𝑃𝑃𝑁𝑁−1𝐸𝐸
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Prototypes

𝐸𝐸

Figure 3. Architecture visualization of the PGM, which creates
prototypes that represent the overall features of the subregions that
make up the superpixel.

types PE
1 , PE

2 , ..., PE
N ∈ R1×C from E. The PGM process

can be summarized as follows:

PE
x =

H
8 ×

W
8∑

SMt
x

×GAP
(
SMt

x ◦E
)
, (1)

where GAP (.) is global average pooling,
∑

(.) is the sum
of all pixel values, and ◦ is element-wise multiplication.
Furthermore, x = 1, 2, ..., N .

Prototype learning in a typical few-shot segmentation
task [9, 46, 26, 53, 57, 20] extracts one representative proto-
type for each object. However, unlike the previous method,

5926



c

M
ul

ti-
H

ea
d 

At
te

nt
io

n

N
or

m + N
or

m

M
LP + M

ax
 p

oo
lin

g

Si
gm

oi
d

𝑃𝑃1𝐸𝐸𝐸𝐸

𝑃𝑃2𝐸𝐸𝐸𝐸

𝑃𝑃3
𝐸𝐸2

𝑃𝑃𝑁𝑁−2𝐸𝐸𝐸𝐸

𝑃𝑃𝑁𝑁−1𝐸𝐸𝐸𝐸

𝑃𝑃𝑁𝑁𝐸𝐸𝐸𝐸

𝑀𝑀𝑡𝑡

𝑃𝑃𝑃𝑃𝑡𝑡
𝑆𝑆𝑆𝑆1
𝑆𝑆𝑆𝑆2
𝑆𝑆𝑆𝑆3

𝑆𝑆𝑆𝑆𝑁𝑁+𝐾𝐾−2
𝑆𝑆𝑆𝑆𝑁𝑁+𝐾𝐾−1
𝑆𝑆𝑆𝑆𝑁𝑁+𝐾𝐾

𝜰𝜰

Transformer block

Figure 4. Structure of the proposed PSM and memory bank. The PSM scores the usefulness of the newly extracted prototypes and stores
the highest-scoring prototypes in the memory bank.

the proposed method extracts various component prototypes
based on superpixels so that it can retain various features for
RGB images and optical flows.

3.3. Prototype Scoring Module and the Memory
Bank

Prototypes extracted from the PGM have features that
are useful for creating object masks, but they also have fea-
tures that are not. The PSM samples the most useful pro-
totypes and stores them in a memory bank. In other words,
the memory bank stores useful prototypes from the previous
1 to t time frames, and when a more useful prototype oc-
curs at frame t+ 1, the memory bank is updated. However,
because we cannot define the usefulness of the prototypes
using the ground truth, the proposed PSM is trained using
a self-supervised mechanism. Therefore, the PSM focuses
on correlations between prototypes that contain consistent
characteristics for salient objects. Figure 4 shows the struc-
ture of the proposed PSM and memory bank.

The first step of the PSM generates a prototype block
PBt by concatenating the prototypes PE

1 , PE
2 , ..., PE

N ex-
tracted from the encoder and the prototypes PMt

1 , PMt

2 ,
..., PMt

K in memory bank M t at time t, where K is the
number of prototypes in M t. Thus, the size of PBt is
(N +K) × C. The next step is a transformer block, in-
spired by various vision transformer studies [10, 61, 51], to
enhance the correlation between prototypes. Unlike general
vision transformers, the patch-embedding process is omit-
ted because the input is a prototype block rather than a 2D
image. In addition, because the proposed PSM samples use-
ful prototypes from pre-extracted object feature vectors, it is
composed of a single transformer layer rather than multiple
layers. The transformer block, shown in Figure 4, consists
of a series connection of two layer normalization steps, a
multi-head attention layer, a multi-layer perceptron layer,
and a sigmoid layer. Therefore, the size of the prototype
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Figure 5. The overall flow of the proposed model. Our model
generates and samples component prototypes from the superpixel
maps. It also compares the reliability of correlation maps created
from component prototypes to generate the predicted mask.

block with enhanced correlation between prototypes passed
through the transformer block is (N +K) × C, which is
equal to the input prototype block size. Finally, the sam-
pling vector Υ ∈ [0, 1]

(N+K) to select a useful prototype
is calculated by max pooling. Finally, the input prototype
block PB is multiplied by this sampling vector to produce
a sampled prototype block SPBt ∈ R(N+K)×C . We also
update M t to M t+1 by replacing the prototypes of M t, se-
lecting the top K samples with large Υ values from among
the sampled prototypes SP1, SP2, ..., SPN+K. Therefore,
the memory bank update process is

{
PMt+1

n

}
← {SPn},

where n = 1, 2, ...,K.

3.4. Correlation Map Generating Module

The CMGM generates correlation maps from the sam-
pled prototypes SP1, SP2, ..., SPK and encoder features
passed through a 1x1 convolutional layer, E

′

1, E
′

2, and E
′

3.
Therefore, we compute the pixel-wise cosine similarity be-
tween the encoder feature and the sampled prototype, as
shown in Figure 5. The correlation map τr generated from
SPn and E

′

r is expressed as follows:
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τr (x, y) = concatn

(
E

′

r (x, y) · SPn

‖E′
r (x, y)‖ ‖SPn‖

)
, (2)

where (x, y) are the pixel coordinates and r = 1, 2, 3 and
concatn (.) is the channel concatenation operator, where
n = 1, 2, ...,K. This process allows the model to gener-
ate adaptive correlation maps from critical prototypes.

3.5. Loss Function

We optimize the model with object function L, where L
is the intersection over union (IOU) loss [22] between the
predicted saliency map Ipred and the ground truth mask Igt,
expressed as:

L = 1−
∑

min (Ipred (x, y) , Igt (x, y))∑
max (Ipred (x, y) , Igt (x, y))

, (3)

where min (., .) and max (., .) represent the functions that
take two maps as inputs and output the element-wise mini-
mum and maximum, respectively. (x, y) are the pixel coor-
dinates.

4. Experiments
4.1. Datasets and Evaluation Metrics

We perform experiments on the following three popular
unsupervised VOS benchmarks to validate the effectiveness
of our proposed method: DAVIS-16 [34], FBMS [32], and
Youtube-Objects [35]. Note that most of the existing unsu-
pervised VOS works use these datasets as the test sets [61,
68, 32]. Thus, we follow the same practice to ensure a fair
comparison.
DAVIS-16. DAVIS-16 [34] is the most popular unsuper-
vised VOS dataset, consisting of 30 training and 20 valida-
tion annotated video sequences. We leverage three evalu-
ation metrics: region similarity J , boundary accuracy F ,
and overall J&F score, which is the average of the J and
F scores. J and F are defined as follows:

J =

∑
Spred ∩ Sgt∑
Spred ∪ Sgt

, (4)

F =
2× Precision× Recall

Precision + Recall
, (5)

where Precision =
∑

Spred ∩ Sgt/
∑

Spred and
Recall =

∑
Spred ∩ Sgt/

∑
Sgt.

FBMS. FBMS [32] includes 59 video sequences, with 29
are used as the training set and 30 for testing. Following [56,
28, 63], we used the region similarity J to evaluate our
method on the test set without training.
YouTube-Objects. YouTube-Objects [35] contains 126
video sequences of 10 object categories. The ground-truth

in YouTube-Objects is sparsely labeled in one of every 10
frames. Following [56, 28, 63], we use the region similarity
J to evaluate our method on test set without training.

4.2. Model Training

We train the model in three steps following the training
method of the previous works [15, 36, 25, 28]. First, we use
a well-known saliency dataset DUTS [47] to pretrain the
model to avoid over-fitting. The DUTS [47] dataset con-
sists of a single RGB image and mask. Therefore, only
the RGB encoders, PGM, PSM, CMGM, and decoders of
the RGB stream in Figure 2 are pretrained. Second, be-
cause the proposed model has perfect symmetry between
the RGB stream and the optical flow stream, we apply the
pretrained parameters of the RGB stream equally to the op-
tical flow stream. Finally, the entire model is fine-tuned
with the DAVIS-16 [34] training set (30 sequences). The
optical flow map used for pre-training and fine-tuning is
generated using RAFT [42], a pretrained optical flow es-
timation model. In addition, 30 memory banks are created,
the same number as the sequence of DAVIS-16 [34], and the
prototypes created in each sequence are stored. To prevent
the PSM from overfitting by certain prototypes, all memory
blocks are reset every epoch.

4.3. Model Testing

We follow the standard benchmarks [12, 34] to test our
model on the validation set of DAVIS-16 [34], the test set of
FBMS [32], and the test set of Youtube-Objects [35]. Sim-
ilar to the training phase, we generate an optical flow map
using RAFT [42], a pretrained optical flow prediction model
on three test sets. Furthermore, we initialize the memory
banks in each test phase and create empty memory banks
for each number of sequences in the test dataset.

4.4. Implementation Details

We set the number of superpixelsN to 100 and the num-
ber of prototypes K in the memory bank to 50. The back-
bone encoder network is VGG16 [38], with ImageNet [8]
pre-trained. All images are uniformly resized to 352× 352
pixels for training and inferring. For network training and
fine-tuning, we used the Adam optimizer [17] with β1 =
0.9, β2 = 0.999, and ε = 10−8. The learning rate de-
cayed from 10−4 to 10−5 with the cosine annealing sched-
uler [27]. The total number of epochs was set to 200 with
batch size 12. The experiments were conducted on a sin-
gle NVIDIA RTX 3090 GPU. We implement the proposed
method using the open deep-learning framework PyTorch.

4.5. Results

In Tables 1, 2, and 3 and Figure 6, we compare the per-
formance of the proposed model with previous state-of-the-
art methods. Some studies generate a prediction mask and

5928



Table 1. Performance comparison with other state-of-the-art methods on the DAVIS-16 [34] dataset. Higher scores are better. The best and
second best are highlighted in red and blue, respectively.

Method Year Backbone CRF J&F ↑ J -Mean ↑ F-Mean ↑
AGS [50] CVPR 2019 ResNet101 [14] 3 78.6 79.7 77.4

COSNet [28] CVPR 2019 DeepLabv3 [4] 3 80.0 80.5 79.4
AD-Net [56] ICCV 2019 ResNet101 [14] 81.1 81.7 80.5
AGNN [48] ICCV 2019 DeepLabv3 [4] 3 79.9 80.7 79.1

MATNet [63] AAAI 2020 ResNet101 [14] 81.6 82.4 80.7
WCS-Net [59] ECCV 2020 EfficientNetv2 [41] 3 81.5 82.2 80.7

DFNet [60] ECCV 2020 DeepLabv3 [4] 3 82.6 83.4 81.8
3DC-Seg [30] BMVC 2020 ResNet152 [14] 84.5 84.3 84.7

F2Net [25] AAAI 2021 DeepLabv3 [4] 83.8 83.1 84.4
RTNet [36] CVPR 2021 ResNet101 [14] 3 85.2 85.6 84.7
FSNet [15] ICCV 2021 ResNet50 [14] 3 83.3 83.4 83.1

TransportNet [58] ICCV 2021 ResNet101 [14] 84.8 84.5 85.0
AMC-Net [55] ICCV 2021 ResNet101 [14] 3 84.6 84.5 84.6

CFAM [5] WACV 2022 ResNet101 [14] 82.8 83.5 82.0
IMP [19] AAAI 2022 ResNet50 [14] 85.6 84.5 86.7

Ours VGG16 [38] 85.9 85.4 86.4
Ours VGG16 [38] 3 85.9 85.6 86.2

Table 2. Performance comparison with other state-of-the-art meth-
ods on the FBMS [32] dataset. Higher scores are better. The best
and second best are highlighted in red and blue, respectively.

Method Year Backbone CRF J -Mean ↑
SFL [6] CVPR 2017 ResNet101 [14] 3 56.0
IET [21] CVPR 2018 DeepLabv2 [4] 3 71.9
PDB [40] ECCV 2018 ResNet50 [14] 3 74.0

COSNet [28] CVPR 2019 DeepLabv3 [4] 3 75.6
F2Net [25] AAAI 2021 DeepLabv3 [4] 77.5

AMC-Net [55] ICCV 2021 ResNet101 [14] 3 76.5
IMP [19] AAAI 2022 ResNet50 [14] 77.5

Ours VGG16 [38] 77.7
Ours VGG16 [38] 3 77.8

Table 3. Performance comparison with other state-of-the-art meth-
ods on the Youtube-Objects [35] dataset. Higher scores are better.
The best and second best are highlighted in red and blue, respec-
tively.

Method Year Backbone CRF J -Mean
AGS [50] CVPR 2019 ResNet101 [14] 3 69.7

COSNet [28] CVPR 2019 DeepLabv3 [4] 3 70.5
AGNN [48] ICCV 2019 DeepLabv3 [4] 3 70.8

MATNet [63] AAAI 2020 ResNet101 [14] 69.0
WCS-Net [59] ECCV 2020 EfficientNetv2 [41] 3 70.9

RTNet [36] CVPR 2021 ResNet101 [14] 3 71.0
AMC-Net [55] ICCV 2021 ResNet101 [14] 3 71.1

Ours VGG16 [38] 71.8
Ours VGG16 [38] 3 71.8

then apply conditional random fields (CRF) [18] to it for
post-processing. Therefore, Tables 1, 2, and 3 also present
the results of our model applying CRF.
Quantitative Results. Tables 1, 2, and 3 show the quanti-

tative results of the proposed SPSN. The proposed model
achieves state-of-the-art performance on all three chal-
lenging datasets, even without postprocessing using CRF.
We demonstrate the effectiveness of the proposed modules
through various ablation studies in the next section.
Qualitative Results. Figure 6 shows visualized results of
our model for various challenging video sequences. First,
in the breakdance sequence, the proposed model shows ro-
bustness in complex background situations with many ob-
jects similar in appearance to the target object. It can also
be seen in the BMX-Trees sequence that accurate mask
generation is possible even when the target object is oc-
cluded. Finally, the Motocross-Jump sequence shows that
the proposed model is capable of consistent feature extrac-
tion, even with extreme scale changes of the objects. These
results show that the proposed SPSN extracts the common
features of the target object from previous frames and stores
them in a memory bank, thereby excluding the influence on
non-common objects.

4.6. Ablation Analysis

We verified the performance of our model through vari-
ous ablation studies. Table 4 shows the effects of the pro-
posed modules in various combinations.
PSMN and the Memory Bank. Indices (c), (d), (e), and
(f) in Table 4 show the effects of the proposed PSM and
memory banks. In addition, we compared the performance
of the proposed transformer block with the simple multi
layer perceptron (MLP). Table 4 shows that using the trans-
former block proposed by PSMN is more effective than us-
ing a simple MLP. These results show that the self-attention
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Figure 6. Qualitative comparison of the proposed method with previous state-of-the-art methods, FSNet [15], MATNet [63], and COS-
Net [28]. Our method demonstrates robust mask prediction in various challenging videos.

mechanism of the transformer block in PSMN can enhance
the correlation between prototypes and extract useful fea-
tures effectively. Furthermore, it shows a significant per-
formance improvement when using the proposed memory
bank. This is because the PSM and memory banks can re-
cursively sample and store useful prototypes for accurate
mask prediction.

Effects of the Superpixel Algorithm. Table 5 shows
the performance of different prototype extraction meth-
ods on the DAVIS-16 [34] dataset. The random sampling
method (a) considers random pixels in an image as super-
points and generates a prototype from that coordinate. The
grid method (b) generates prototypes using evenly divided
square masks from an image. We set the number of pro-
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Table 4. Performance with different combinations of our contributions on the DAVIS-16 [34] dataset. Higher scores are better. RE and FE
represent the encoders for the RGB images and flow maps.

Index
Method

J&F ↑ J -Mean ↑ F-Mean ↑Encoder PSMN Memory Bank CMGMRE&PGM FE&PGM Transformer MLP
(a) 3 82.5 82.3 83.7
(b) 3 3 83.3 83.0 83.6
(c) 3 3 3 3 84.1 84.0 83.9
(d) 3 3 3 3 3 85.0 84.9 85.1
(e) 3 3 3 3 84.5 84.4 84.6
(f) 3 3 3 3 3 85.9 85.4 86.4

Table 5. Statistical comparisons of the prototype sampling meth-
ods on the DAVIS-16 [34] dataset. Higher scores are better.

Index Method J&F ↑ J -Mean ↑ F-Mean ↑
(a) Random 85.0 85.0 85.1
(b) Grid 85.2 85.1 85.3
(c) Superpixel 85.9 85.4 86.4

totypes to the same value, N = 100. As shown in Ta-
ble 5, our proposed superpixel-based component sampling
method outperformed the other methods, demonstrating its
strong ability to capture the common features of the video
sequence.
Size of the memory bank Figure 7 compares the J&F ↑
scores on DAVIS-16 [34] according to the maximum num-
ber of prototypes K stored in the memory bank. The re-
sults show the model performed best at K = 50, with little
change in performance when K was greater than 50. This
shows that if the capacity of the memory bank is above a
certain level, it is possible to hold a sufficient number of
prototypes for target object extraction. Furthermore, we vi-
sualize the location of newly added prototypes in Figure 8.
As shown in Figure 8, newly added prototypes are gener-
ally located on the salient object, showing that the proposed
model can sample useful prototypes.

5. Conclusion
We propose a novel PMN architecture for unsupervised

VOS tasks. The PMN extracts appearance features from
RGB images and motion features from a flow map by gener-
ating component prototypes from the inputs. Furthermore,
the model scores the usefulness of the prototypes in each
frame and adaptively stores the most conducive prototypes
in memory and removes obsolete prototypes. Prototypes
stored in the memory bank enhance the mask prediction per-
formance by emphasizing the connectivity between distant
frames. Our model was evaluated on three popular datasets,
achieving state-of-the-art performance.
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Figure 7. Comparison of performance characteristics with respect
to K on the DAVIS-16 [34] dataset. Setting K = 0 is the same as
not using the memory bank.
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Figure 8. Visualization of two prototypes with the highest score
added to the memory bank during testing in Car-Roundabout class.
Superpixel areas marked in red indicate new additions to the mem-
ory bank in each sequence.
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