FUSSL: Fuzzy Uncertain Self Supervised Learning

Salman Mohamadi  
West Virginia University  
Morgantown, WV, USA  
sm0224@mix.wvu.edu

Gianfranco Doretto  
West Virginia University  
Morgantown, WV, USA  
gianfranco.doretto@mail.wvu.edu

Donald A. Adjeroh  
West Virginia University  
Morgantown, WV, USA  
donald.adjeroh@mail.wvu.edu

Abstract

Self supervised learning (SSL) has become a very successful technique to harness the power of unlabeled data, with no annotation effort. A number of developed approaches are evolving with the goal of outperforming supervised alternatives, which have been relatively successful. Similar to some other disciplines in deep representation learning, one main issue in SSL is robustness of the approaches under different settings. In this paper, for the first time, we recognised the fundamental limits of SSL coming from the use of a single-supervisory signal. To address this limitation, we leverage the power of uncertainty representation to devise a robust and general standard hierarchical learning/training protocol for any SSL baseline, regardless of their assumptions and approaches. Essentially, using the information bottleneck principle, we decompose feature learning into a two-stage training procedure, each with a distinct supervision signal. This double supervision approach is captured in two key steps: 1) invariance enforcement to data augmentation, and 2) fuzzy pseudo labeling (both hard and soft annotation). This simple, yet, effective protocol which enables cross-class/cluster feature learning, is instantiated via an initial training of an ensemble of models through invariance enforcement to data augmentation as first training phase, and then assigning fuzzy labels to the original samples for the second training phase. We considered multiple alternative scenarios with double supervision and evaluate the effectiveness of our approach on recent baselines, covering four different SSL paradigms, including geometrical, contrastive, non-contrastive, and hard/soft whitening (redundancy reduction) baselines. We performed extensive experiments under multiple settings to show that the proposed training protocol consistently improves the performance of the former baselines, independent of their respective underlying principles.

1. Introduction

Self supervised learning typically involves the use of a pretext task and an objective (loss) function, whereby a supervisory signal from the unlabeled data is used to learn an appropriate representation, based on the objective function. The goal is primarily to learn a range of general features from the large amounts of unlabeled data via a proxy task. The learnt features can then be applied for improved performance on a downstream task, such as semantic segmentation, object detection, and image captioning [16, 25]. For some applications, such large amounts of unlabeled data are often available at a minimal cost. Though one might trace the inception of SSL back to few decades ago in work such as [6], the modern view of SSL in form of decomposing it into two integral components (pretext task and loss function) was not until recent years. This idea of learning a pretext task as a proxy task via optimising a proper loss (objective) function has evolved in both directions: new pretext tasks as well as improved loss functions. More specifically, in computer vision, a number of pretext tasks have been proposed, e.g., view discriminative tasks for image data, and temporal consistency or temporal cycle-consistency for video data, each requiring its own idiosyncratic architectural design. However, recent work [10] proposed a framework needless of pretext task specific network design. Loss functions have also evolved, though in a less diversified manner. From a reductionist view, the general idea of almost all of the loss functions in SSL is to enforce invariance to the representation of perturbed data at the sample level or cluster level. At sample level, for a given sample \( x \), two (or more) augmented views will be generated via a random augmentation process \( \tau \), and depending on the type of loss function, these views (also know as positive views) will be contrasted only against each other or against each other and augmented views from other samples (negative views). Specifically, for an image sample \( x \), let \( x_i \) and \( x_j \) be two positive examples while \( x_k \) is a negative example, each with respective latent space representations \( z_i, z_j, \) and \( z_k \). Generally speaking, earlier loss functions attempted to map positive examples as close as possible in a latent space, while discriminating against negative examples via a contrastive loss [10], though with the possibility of representation collapse. Latter loss functions known as non-contrastive approaches [19, 11], eliminated the need for negative pair con-
trait while delivering higher performance, with little or no risk of representation collapse. Most recently, two negative-free methods \cite{Munkhdalai2018,2017} are proposed which perform hard or soft whitening to reduce the redundancy in representation. There is also another set of approaches known as clustering (geometrical) approaches such as \cite{Liu2019} which utilize a fundamentally different supervisory signal, eliminating the effect of data augmentation in geometrical representation.

Even though both major components of SSL frameworks, pretext task and loss function, are noticeably diversified, we observe that this has not been the case for the supervisory signal. Researchers turned to SSL to eliminate the need for supervised data annotation, by replacing the supervision with data-derived supervisory signals. These signals include implicit binary labeling for sample level invariance enforcement as well as geometry-based (clustering-based) invariance enforcement to the data augmentation. However, it turned out that each type of supervisory signal comes with its downsides, due to the fact that they mainly target only a certain level of granularity with respect to the features.

More specifically, on one hand, rigorous invariance enforcement to data augmentation at the sample level leads to a slight deterioration in performance over the downstream task \cite{26}. On the other hand, cluster-based supervisory signals are weak at generalization, and often might under-perform in case of stiff transfer learning. The problem with former supervisory signals is implicitly addressed in \cite{35,36,37,34,38} mostly by using downstream task-specific solutions, or somehow modified pretext tasks \cite{26}. Unlike these often non-generalizable solutions, we aim for a general solution regardless of downstream task or pretext task. The problem with cluster-based supervisory signals seems to be less recognized. We suspect this to be mainly due to the fact that cluster-based approaches tend to deliver relatively more robust and better performance as they target learning higher granularity of features (cluster level features as opposed to sample level).

We consider the above as a joint problem from the lens of information theory to come up with a general solution. Hence, in this paper we explicitly address the issue by devising a general standard training protocol and evaluate it on a number of recent baselines. The prime idea of the work is hierarchical training via double-supervision. In fact, we integrate two phases of training built upon (I) low level feature learning via sample-level invariant representation enforcement (phase 1), and (II) medium to high level feature learning via cluster-level representation learning using training over uncertainty-driven pseudo labeled data (phase 2). That is, in phase 2 we perform pseudo labeling in a fuzzy setting (both hard and soft labels) right after the first phase of training. In essence, we show this training paradigm improves each and every former baseline by incorporation of high and low level feature learning which cancels out the effect of rigorous sample-level invariance enforcement as well as cluster-level non-generalizability. This paper has three main contributions:

- We propose a new standard training protocol for SSL frameworks based on double-supervisory signals, which enjoys hierarchical feature learning via both sample-level invariant representation as well as cluster-level learning using training on soft pseudo labeled data. This standard protocol is applicable to all former baselines and future baselines, eliminating performance drop on downstream tasks due to the use of single-supervisory signal.

- We exploit the benefit of uncertainty representation using a new architectural design to enhance the robustness of several recent baselines trained via our new training protocol. Furthermore, this protocol neither suffers from the downside of rigorous sample-level invariance enforcement nor the computational overhead of clustering-based approaches.

- We perform extensive experiments to show the effectiveness of the proposed training protocol as well as analyse multiple scenarios to evaluate the impact of different algorithmic parameters on the performance.

## 2. Preliminary and background

Pretext task and loss function are integral components of any SSL framework enabling a self supervision signal. Hence in this section we present the evolution of loss functions from the perspective of supervisory signal, and also explore the uncertainty representation in the context of SSL.

### 2.1. Loss functions

Below, we briefly discuss several objective functions, including triplet loss, typical contrastive loss, and recent non-contrastive loss functions, all sharing the same approach to supervisory signal, sample-level supervision. Then we recognize another type of supervisory signal embedded in clustering-based losses, cluster-level supervision.

#### 2.1.1 Sample-level supervision

**Triplet loss:** Triplet loss is a discriminative loss \cite{Caron2018,2018}, in which given three latent spaces $z_i$, $z_j$ and $z_k$, this loss explicitly aims for minimizing the distance between positive pairs ($z_i$ and $z_j$); and maximizing the distance between negative pairs ($z_i$ and $z_k$) as presented below:

$$\mathcal{L}_\Delta = \max(0, z_i^T z_j - z_i^T z_k + m),$$

with $m$ as a margin hyperparameter.

Also multi-class N-pair as a generalization of triplet loss for joint comparison among more than one negative exam-
ple was developed by [39] as follows:

$$L_{z_i, z_j} = \log \left(1 + \sum_{k=1, k \neq i}^{2N} \exp(z_i z_k - z_i z_j)\right)$$

(2)

**Contrastive loss:** A popular discriminative loss in SSL up until recently [34, 42, 20, 10, 2], was contrastive loss, which is a very demanding loss in terms of required batch size of negative instances to reduce the risk of its representation collapse. Updated versions of this loss are still demanding either computationally or in terms of negative batch size. Wang and Gupta [44] reformulated the basic contrastive loss for SSL with $N - 1$ negative examples and $\tau$ as a temperature hyperparameter as follows:

$$L_{\text{Contrastive}} = -\log \frac{\exp(z_i^T z_j / \tau)}{\sum_{n=1, n \neq i}^N \exp(z_i^T z_k / \tau)}.$$  

(3)

**Non-contrastive loss functions:** BYOL [19] devised a type of loss without using negative instances while avoiding representation collapse, making a key contribution in the use of non-contrastive loss. It was later followed by SimSiam [11]. Tian et al. [41] investigated the elements of these negative-free approaches relying on architectural update (adding a predictor block) as well as new training protocol (stop-gradient policy), which enables them to substantially outperform contrastive approaches while avoiding the trivial representation.

Along this line of work on negative-free approaches, two recent approaches know as whitening-MSE and Barlow Twins [16, 48] primarily based on whitening the embedding or batches of embedding space established new baselines. Whitening-MSE also called hard whitening [16] applies Cholesky decomposition to perform whitening over the square matrix cross-correlation of twin network outputs, $C$, which has relatively simpler loss function as follows:

$$\min_{\theta} \mathbb{E}[2 - 2 \frac{(z_i, z_j)}{\|z_i\|_2 \cdot \|z_j\|_2}], \quad \text{s.t.} \quad \text{cov}(z_i, z_j) = \text{cov}(z_j, z_i) = I,$$

(4)

which ends up using MSE.

Barlow Twins [48] also called soft whitening performs whitening over the square matrix cross-correlation of twin network outputs, $C$, which has relatively simpler loss function as follows:

$$L_{\text{BT}} \triangleq \sum_i (1 - C_{ii})^2 + \lambda \sum_{i < j} (C_{ij})^2,$$

$$C_{ij} \triangleq \frac{\sum_m z_{m,i}^A z_{m,j}^B}{\sqrt{\sum_m (z_{m,i}^A)^2} \sqrt{\sum_m (z_{m,j}^B)^2}}$$

(5)

(6)

where $\lambda > 0$ is a trade-off constant with typical value of $10^{-2}$, $m$ goes over batch samples, $i, j$ are indices bounded by the dimension of the outputs of the networks and $-1 \leq C_{ij} \leq 1$.

An interesting investigation by Balestriero and LeCun [3] suggests that non-contrastive loss functions are generally more preferable due to better error bound on downstream tasks.

### 2.1.2 Cluster-level supervision

Unlike the above methods which all directly involve features, a different set of approaches based on clustering [5, 7, 9] have evolved, primarily using cross-entropy loss in a geometrical setting. They also enforce invariance to augmented instances but in a cluster setting rather than single-sample setting. We differentiate them from the former approaches in terms of the type of supervisory signal.

**Clustering-based loss function:** These are approaches based on clustering [5, 8, 7, 9, 24] which involve sample space representation. Basically, these primarily use cross-entropy loss in a geometrical setting to assign a cluster to samples targeting the semantic class representation rather than single sample. In terms of loss functions, for each original sample, a pair of augmented views is generated, in which one is used to guide the loss function to find a target and the other one aims at predicting the same target. This is generally formulated in the framework of geometrical optimisation. An interesting point about the clustering-based approaches is that they are also negative-free, similar to non-contrastive approaches. However, they do not guarantee avoidance of the degenerate solution (representation collapse) and also incur computational overhead due to the clustering process.

One canonical example include SwAV [8] in which multiple positives are used to accomplish sample to cluster allocation via a cross entropy loss optimisation.

### 2.2. Uncertainty and SSL:

LeCun [1] suggests that uncertainty modeling in deep learning, and specifically in SSL is under-explored which would attract significant attention in the next decade (due to its immediate effectiveness). Model uncertainty in SSL is really under-explored, except notably in a few recent work such as [22, 35, 30]. These mainly used SSL for model uncertainty estimation as well as robustness improvement rather than improving SSL by that. For instance, Hendrycks [22] specifically weigh on the other beneficial aspect of SSL to enhance the performance on downstream task evaluation. Accordingly, they leverage SSL to improve model uncertainty and robustness such as handling adversarial instance and annotation corruption. Another work in [35] outlined the significance of accuracy in depth estimation and proposes uncertainty modeling to make the depth estimation more accurate. With an emphasis on the concept of SSL in robotics and spatial perception, Nava et al [33] proposed to apply uncertainty to former baselines in order to reduce
the state estimation error. Our work is in part inspired by [29] which translates the concept of credal sets (set of probability distributions) to SSL in order to provide model uncertainty in pseudo-labels in low regime labeled data. This work proposes the use of credal sets to model uncertainty in pseudo-labels and hence reduce calibration errors in SSL approaches.

3. Hierarchical feature learning with FUSSL

Consider the downsides of single-supervisory signal SSL. As earlier discussed, sample-level and cluster-level supervisory signals come with their often serious downsides. Enforcing rigorous invariant representation at sample-level tends to be deleterious to some downstream tasks, whereas seeking invariant representation at cluster-level is computationally expensive and often non-adaptive to other data domains. Hence, we are motivated to devise a protocol that enjoys the benefit of both types of supervision while avoiding their respective downsides. This protocol involves two phases of training. One guided by sample-level supervision to learn low to medium granularity features. The other uses cluster-level supervision to learn slightly higher level features by training over pseudo-labeled samples, which are predicted in a fuzzy setting, thanks to the first training phase.

If we view sample- and cluster-level approaches from the lens of information theory, both sets of approaches can be shown to be reducible to a pair of terms which follow the Information Bottleneck (IB) principle [42] [52]. Our general training protocol is defined based on decomposition of the IB principle into two pairs of terms rather than one, where each pair represents a learning paradigm guided by a distinct supervisory signal. Specifically, in this context, the IB principle asserts that an SSL objective function learns a representation Z which is invariant to random distortions applied to the sample, here denoted as X, while variant to (or informative of) the sample distribution Y. Therefore, the goal is to have:

$$\min \ IB = \min \ (IB_s + IB_c)$$

(7)

where $I(P; Q)$ denotes the mutual information between $P$ and $Q$, $IB_s$ represents learning guided by sample level supervisory signal, whereas $IB_c$ represents learning by cluster level supervision, and $I_{sc} = I(IB_s; IB_c)$. Now to maximize the total information extracted by IB, we need to maximize each one of $IB_s$ and $IB_c$, while minimizing the mutual information (similar/identical features) between them. The minimization assures that the final representation does not collapse to the identical features learned by the two supervision steps, but to diversify as much as possible. It is worth mentioning that the worst case scenario happens when both supervisions result in the an identical feature representation, and hence the collective representation is as good as each of them. However, here we consider the element of time in terms of sequential learning, which is translated into implementation as a practical technique. Specifically, we decompose the learning into two sequential phases, where the learned features from the first phase would freeze slightly after initiating the second phase of training, in order to enact a conditional second phase of feature learning (conditioned on the previously learned features). This conditional learning enables a better exploration of the representation space (more diversified features), and consequently avoids the identical representation by both phases of training. Originally $IB_s\theta$ and $IB_c\theta$ in Eq. [8] share the $\theta$, however, in our implementation we perform sequential training with a subset of fixed weights to avoid trivial representation. Hence, $IB_c\theta$ is eventually conditioned on learned weights from the phase 1 training, as follows:

$$\min \ (IB_s, \theta_s) \text{ followed by } \min \ (IB_c, \theta_c)$$

(8)

: $IB_c\theta_c \triangleq \min \ (I(Z_{\theta_s}; Y | \theta_s) - \beta_s I(Z_{\theta_s}; X | \theta_s))$

3.1. First phase training

In the first phase of pre-training, an ensemble of size $m$ is built with $m$ building blocks. Each block is an independent model, with its own set of augmented examples as shown in Fig. 1 (Sec. 2.2). Data augmentation provides $2m$ distinct random augmented views for each sample, and allocate each pair of them to each block. In other words, depending on the size of the ensemble, a varying number of distorted examples would be generated randomly which
allows the blocks to observe only their own set of examples for each original sample. That said, it is reasonably expected that for each sample, the total extracted information by ensemble to be more than each block alone. More formally, for sample \( x \), there would be set of augmented views \( \{(x_1, x'_1), (x_2, x'_2), \ldots, (x_m, x'_m)\} \), where a given block \( i \) with \( f_b \circ f_p \) built from a backbone architecture \( f_b \) and a projector \( f_p \), to be trained on \( (x_i, x'_i) \). This accentuates the power of ensemble to model the representation space. Up until now in our framework, for a given baseline we only train \( m \) copies of its model in an independent setting.

There are elements of uncertainty representation both in the architecture as well as training examples, which later will facilitate fuzzy labeling of original samples for the second phase of feature leaning. To elaborate on architectural element of uncertainty, let’s say an ensemble of identical models is trained on the same training samples. The representation of the data by each block will slightly differ due to the stochastic dynamics governing each model’s parameters. On the other hand, another element of uncertainty comes from the augmentation; the input data for each block is a set of distinct randomly augmented examples, which even adds more uncertainty to the overall ensemble’s representation of that data. Hence, the pipeline enjoys uncertainty from both data as well as model’s parameters due to the architecture. Later we will see that the combination of these two can improve performance, regardless of the baselines used for building blocks, due to enriched robustness.

The core learning idea of the first phase of training revolves around the supervisory signal inherent in the process of invariance enforcement to the positive augmented views.

### 3.2. Fuzzy pseudo labeling

With the first phase of training both backbone \( f_b \) and projector \( f_p \) of each block learn low granularity general features. This comes to assist in the fuzzy labeling of the original samples with both hard labels as well as soft labels, i.e., \( 0 \leq \text{label} \leq 1 \). In fact, the original sample is fed to all blocks and the normalized output of the projector of each block assigns a label, where the final label either assigns one class to the sample or as many as \( m \) classes, where \( m \) is size of ensemble. If a class wins more blocks than others the ultimate label is a hard label assigning the sample to that class, otherwise the sample is assumed to be a member of multiple classes with different membership scores.

In our ablation study we consider the counter-scenario of only having soft labels. Note that the output dimension of all baselines assessed under our training protocol is 1000. As we do not have annotated data to better calibrate the output of all blocks that present the same label for the same hypothetical class (pseudo-class synchronized label assignment), we need to initialize all blocks with exactly identical initialization weights.

### 3.3. Second phase training

There is a second phase of training primarily distinguished by its supervisory signal. Unlike the former stage relying on invariant representation to learn low granularity general features, at this stage training is supervised by pseudo-labels allowing to learn medium granularity features associated with class information. In fact, one model of the ensemble is chosen to be trained on original pseudo-labeled samples. Our criteria for choosing a block from the ensemble is the overall error over initial testing on the pseudo-labeled data. Specifically for each sample \( X \) with label \( Y \), the label is the same size as the output of the projector, with at least one and at most \( m \) non-zero elements (hard and soft labels respectively). The chosen model is trained to learn cluster (pseudo-class) assignments guided by the labels. The intriguing point here is that the assigned labels might not necessarily be the hard label corresponding to the actual class of the sample. In fact, in this fuzzy annotation, assuming an effective first phase of training, it is expected that the pseudo-labeling process should find cross-class features between cross-class samples which would make an even more effective second training phase than the case of only training with hard labels. As a core idea in problem domains such as continual learning [36] [40] [15] [17] [13] or other domains [4], learning invariant features shared across the tasks or classes (in class incremental setting) enhances the generalizability and robustness. The second phase of training is primarily to learn cross-class features along with the class specific features, noting that each class could be an actual class or a cluster.

As the type of supervisory signal for the second phase training is different, we expect regularization of formerly trained models that were solely based on rigorous invariant representation. Roughly speaking the former phase of training would be categorized as second order statistical constraint on the representation, whereas the latter phase of training would be considered as first order geometrical constraint on the sample representation in the representation space. Former geometrical baselines such as [3] proved to be very robust in multiple settings as they naturally tend to learn higher granularity of features due to the fact that their supervisory signal relies on class/cluster level feature learning as opposed to sample level invariant representation.

### 4. Experiments and results

In this section we present our experiments on re-evaluating multiple baselines pre-trained via FUSSL training protocol. These pre-training are performed on ImageNet dataset [14], and evaluated in two settings, linear evaluation on ImageNet as well as transfer learning on CIFAR10 and CIFAR100 [27], and also ablation study on Tiny ImageNet [28]. Thanks to newly released Solo-Learn library [12] we perform all experiments for the first phase of training using Solo-Learn, whereas the second phase is per-
formed also mainly assisted by their open access code.

Datasets: CIFAR10 is a dataset composed of 60k images of dimensions $32 \times 32$ in 10 classes, with 50k images for training and 10k for testing. CIFAR100 is the same size as CIFAR10 and the same sample dimensions, except in 100 classes and also 20 superclasses. Each sample has a fine label (class label) as well as a course label (superclass label). ImageNet is a large scale dataset with multiple versions, where the most common version is composed of over 1.2 million training images and 100k test images of dimensions $224 \times 224$ all in 1k classes. Tiny ImageNet is also a smaller version of ImageNet with over 100k samples of dimension $64 \times 64$ in 200 classes.

Baselines: Baselines include one contrastive, two non-contrastive, one geometrical, and two whitening (redundancy reduction) baselines, namely, SimCLR [10], BYOL [19], SimSiam [11], SwAV [8], Whitening-MSE ($d = 4$) [16] and Barlow Twins [48]. For SimCLR as a contrastive baseline we followed the original formulation [10] with $\tau = 0.5$. Following the original implementation of B-Twins, we set $\lambda = 5 \times 10^{-3}$. SwAV is a clustering based method representing very robust results in a number of settings. Similar to prior work such as [16] we normalize the latent space in all baselines.

4.1. Experimental setting

4.1.1 Architecture:

Following the details in the above mentioned baselines [10, 19, 11, 8, 16, 48], we use ResNet50 [21] as the base architecture for the backbone for all experiments performed for any baseline except that last layer is substituted with a projector head with linear layers. The projector is composed of two consecutive layers each followed by batch norm and ReLU, and a third layer as the output, all of size 1000 [48]. The size of projector output is identical in all baselines.

4.1.2 Augmentation protocol:

As mentioned, for a given sample $x$ from ImageNet and ensemble-$m$, the augmentation process is tasked to provide $2m$ augmented views and allocate a distinct pair to each block of ensemble. That said, the augmentation over phase one pre-training is executed similar to all former baselines under a random distribution $\tau$ which enables randomness in a set of augmentation techniques including random crop, random color jittering, mirroring, and random aspect ratio specification with exact settings suggested by [10]. ImageNet images with size $224 \times 224$ undergo a random crop of size between 0.2 and whole image size, an aspect ratio adjustment anywhere randomly chosen between 3/4 and 4/3, and random horizontal mirroring distributed with mean 1/2 and finally color jittering anywhere randomly chosen between the spectra (0.4, 0.4, 0.4, 0.1) and grayscaling with probability ratio of 8 to 1. However for second phase of training and evaluation we performed no augmentation. Note that the main scenario of training sample allocation is that each block only sees its pair of augmented views for a given sample, aiming for uncertainty injection to the training process.

4.1.3 Implementation details:

For all experiments including ablation study the optimisation for both pre-training on ImageNet or Tiny ImageNet and training session of the evaluation on ImageNet, Tiny ImageNet and CIFAR10/100 is performed using the Adam optimizer [26]. We followed the settings presented in [10] for transfer learning using pre-trained ResNet50 on CIFAR10/100 performed for all six baselines.

Phase 1 training: First phase of training is performed on an ensemble-$m$ of a given baseline with size $m = 3$, which involves 800 epochs of training with batch size of 1024, which initiates with a learning rate of 0.2 for some 10 epochs and drops to 0.001 for the remaining epochs. The weight decay is $10^{-6}$ for all experiments including corresponding experiments presented in ablation study. We examine the results for other size of $m$ later in section 5.

Fuzzy pseudo-labeling: Upon the completion of phase 1 training, we freeze the weight of both backbone and projector architectures of all blocks of ensemble, and examine the normalized output for each original sample. Hence for each sample, there would be $m$ outputs each with size 1000 as the pseudo-classes (clusters). Considering the largest number in the output vector as the pseudo-class assigned by a block, the most frequent pseudo-class is set as the hard label of the sample, otherwise in case of $m$ different pseudo-classes, a soft label would be assigned to the sample. Soft labels are target cross-class features while hard labels are to target class specific features for the next phase of training.

Phase 2 training: Second phase of training is guided by another type of supervisory signal, i.e., pseudo-labels, aimed at learning medium to high granularity features. The chosen model from one of the blocks is trained on pseudo-labeled samples for 400 epochs with a learning rate of 0.001, where first 100 epochs back-propagate the error on both backbone and projector whereas for remaining 300 epochs, only last stage of ResNet50 (last 9 layers) along with the projector head are trained, i.e., we fix first 41 layers. Therefore, the training during the remaining 300 epochs is conditioned on weights of those fixed layers. Another scenario with no fixed weights is considered in ablation study.

4.2. Evaluation

In this section, we investigate the effectiveness of the FUSSL training protocol, we present the the evaluation of the baselines, with and without FUSSL protocol via the standard practice [13] for classification tasks. This is technically to evaluate the baselines right after the first phase
of training as well as after second phase of training. The most common standard procedure for evaluating the SSL pre-training techniques is to train and test a classifier on top of the backbone architecture with fixed weights; even though less common approach is using K-nearest neighbourhood classifier without further training. In this work, after first phase and also second phase of pre-training using FUSSL, all six SSL baselines are to be evaluated under the standard protocol for training a linear classifier (e.g., a fully connected layer and a softmax) on the downstream task labeled data. We follow the details of the most recent baseline [16], in both phases of evaluation we train the classifier for some 500 epochs and then test it. Evaluation is performed in two different settings, linear evaluation as well as transfer learning. Linear evaluation only involves ImageNet dataset, whereas transfer learning is performed on CIFAR10 and CIFAR100. In both cases the pre-training phases is performed on ImageNet samples. Similar to standard linear evaluation, in case of transfer learning, the fixed per-trained backbone followed by a linear classifier (fully connected layer and a softmax) will be trained for some 500 epochs on the dataset, e.g., CIFAR10 or CIFAR100, and tested. The number of both phases of pre-training epochs as well as evaluation epochs are carefully selected, however further experiments are presented in the ablation study.

4.3 Results

Linear evaluation: Table 1 presents the results for linear evaluation, top-1 classification accuracy on ImageNet, pre-trained on the same dataset (with no labels). As it is shown, except for the SwAV as a clustering approach, FUSSL noticeably improves the accuracy of other five baselines ranging from 0.8% (BYOL) to 1.4% (B-Twins) improvement. We suspect that the reason that FUSSL improves SwAV by only 0.3% is that SwAV as a geometrical approach already enjoys the medium to high granularity feature learning via clustering techniques. Hence, the double supervision signal used in FUSSL does not provide much advantage for SwAV.

To emphasize the significance of the results, it is important to mention that except for BYOL as a breakthrough baseline and to a lesser degree SwAV, most of the recent SSL baselines either do not offer accuracy improvement or offer less than 1% improvement over former baselines under a full pre-training of 400 epochs or more. For instance, SimSiam is a baseline introduced after BYOL, with the advantage of faster learning convergence (highest accuracy in 100 epochs compared to former baselines) and with no improvement over former baselines under long pre-training (400 epochs or more) on ImageNet. The same behavior is noticeable for W-MSE or B-Twins, both of which underperformed their predecessor baseline, BYOL for a full pre-training of 400 epochs or more. However, FUSSL consistently improves the performance of each baseline, thanks to its innovation in using double supervisory signals.

Transfer learning: The results of transfer learning are shown in Table 2, for two datasets, CIFAR10/100. The most and least improvements were consistently observed in B-Twins and SwAV, respectively. In this setting, FUSSL also improves the performance of each baseline.

5. Ablation study

In this section we analyze the components of the proposed training protocol under multiple scenarios. These scenarios include hard vs soft labeling, size of ensemble, progressive pseudo-labeling, and cross-class/cluster feature learning. We also briefly consider the resilience of the model to backdoor attack on SSL as characterized in [32]. Except for cross-class/cluster feature learning which is performed on CIFAR100, all other scenarios are assessed on Tiny ImageNet [28] for examples of three categories of baselines: clustering-based (SwAV), non-contrastive (BYOL), and whitening (B-Twins) baselines. Size of ensemble is 3 unless otherwise stated.

Hard vs soft: Case 1 and Case 2 in Table 3 (Sec. 5) present the results of FUSSL using barely hard or soft labels, respectively. It seems that FUSSL results are better owing to the soft labeling, as soft labeling provides improved results when compared to hard labeling.

Size of ensemble: We assess the results for ensemble-\(m\) with five different \(m\) values. Fig. 4 shows the results of individual and average improvement over three baselines under different number of epochs for first phase training, as \(m\) directly involves the first phase. Note that in the case of ensemble with size \(m = 1\), the ensemble is essentially one block, and the pseudo-labeling reduces to hard labeling as

---

**Table 1.** Top-1 linear classification accuracy for ImageNet using ResNet50 pre-trained on ImageNet under three settings. "Base" and "1200 ep" represent the results of evaluation of each baseline under 800 and 1200 epochs of pre-training respectively; whereas "FUSSL" shows the results for the same baselines under two phases of pre-training, i.e., 800 epochs for phase 1 of pre-training and 400 epochs for phase 2 (total of 1200 epochs).

<table>
<thead>
<tr>
<th>Framework</th>
<th>Base</th>
<th>1200 ep</th>
<th>FUSSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>SimCLR</td>
<td>69.3</td>
<td>69.4</td>
<td>70.4 (1.1% ↑)</td>
</tr>
<tr>
<td>BYOL</td>
<td>73.9</td>
<td>74.1</td>
<td>74.7 (0.8% ↑)</td>
</tr>
<tr>
<td>SwAV</td>
<td>75.1</td>
<td>75.2</td>
<td>75.4 (0.3% ↑)</td>
</tr>
<tr>
<td>SimSiam</td>
<td>70.9</td>
<td>70.8</td>
<td>72.1 (1.2% ↑)</td>
</tr>
<tr>
<td>W-MSE4</td>
<td>73.1</td>
<td>73.4</td>
<td>74.4 (1.3% ↑)</td>
</tr>
<tr>
<td>B-Twins</td>
<td>73.3</td>
<td>73.4</td>
<td>74.7 (1.4% ↑)</td>
</tr>
</tbody>
</table>

**Table 2.** Top-1 transfer learning classification accuracy for CIFAR10/100 using ResNet50 pre-trained on ImageNet under three settings.

<table>
<thead>
<tr>
<th>Framework</th>
<th>CIFAR10</th>
<th>CIFAR100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base</td>
<td>1200 ep</td>
</tr>
<tr>
<td>SimCLR</td>
<td>89.97</td>
<td>90.11</td>
</tr>
<tr>
<td></td>
<td>75.91</td>
<td>75.99</td>
</tr>
<tr>
<td>BYOL</td>
<td>91.28</td>
<td>91.42</td>
</tr>
<tr>
<td></td>
<td>78.49</td>
<td>78.75</td>
</tr>
<tr>
<td>SwAV</td>
<td>94.33</td>
<td>94.41</td>
</tr>
<tr>
<td></td>
<td>81.01</td>
<td>81.11</td>
</tr>
<tr>
<td>SimSiam</td>
<td>92.75</td>
<td>92.97</td>
</tr>
<tr>
<td></td>
<td>78.36</td>
<td>78.48</td>
</tr>
<tr>
<td>W-MSE4</td>
<td>94.88</td>
<td>95.12</td>
</tr>
<tr>
<td></td>
<td>79.01</td>
<td>79.23</td>
</tr>
<tr>
<td>B-Twins</td>
<td>95.12</td>
<td>95.40</td>
</tr>
<tr>
<td></td>
<td>80.18</td>
<td>80.35</td>
</tr>
</tbody>
</table>
we only access the output of one block. As shown in Fig. 2, $m = 3$ delivers the highest average improvement.

**Progressive pseudo-labeling:** A very interesting scenario, is to evaluate the case in which a series of first and second phase training is performed. More specifically, after each 200 epochs of phase 1, pseudo-labeling is performed and applied to 100 epochs of phase 2, and so on. In each iteration of (phase 1) to (phase 2), there is no fixed layer and pseudo-labeling is performed from scratch. As shown in Table 3 Case 3, the average improvement over three baselines drops to 0.37%, which underscores the effectiveness of our strategy (Sec 3) to minimize the information between learned features from the two learning phases.

**Cross-class/cluster learning:** Inspired by [28, 17], in this scenario we assess the effectiveness of hard and soft pseudo-labeling for cross-class feature learning. We explore the idea that assigning more than one label (here $m$ labels) to a sample, essentially enables learning the features that are shared between those $m$ classes. To this end, considering that CIFAR100 comes in 100 classes and 20 superclasses, we perform the pre-training on only half of the samples across all superclasses and only from 50 classes, and then we evaluate the performance over the other 50 classes (still in all 20 superclasses) in two settings. In other words, pre-training data and evaluation data are from different classes but the same superclasses. We suspect that soft labeling would help the model to learn the general features of a given superclass via pre-training on half of its classes, so that evaluation on other half of the classes benefits from the cross-class learned features. As shown in Table 4, Case 4 represents only using the hard labels whereas Case 5 represents only assigning soft labels. Table 4 show that using soft labeling significantly improves the performance. (See supplementary material for more details).

**No fixed weights:** As mentioned in Sec. 4.1.3 during the second phase of training, immediately after first 100 epochs, first 41 layers of backbone ResNet50 are fixed. However, we also examined the case in which all 50 layers are being trained (no fixed layer). In case of retraining all layers of ResNet50, the average improvements over three baselines drops from 0.92% to 0.28% which clearly indicates the effectiveness of our practical strategy of conditional learning mentioned in introduction of Sec. 3.

**Backdoor attack:** We also assessed the robustness of the protocol in the context of backdoor attack to SSL as recently introduced in [38], where adding a small amount of unhealthy data during the pre-training, fools the model at the downstream tasks. Our results (not shown) indicate how FUSSL with $m > 1$ under careful settings improves the robustness of a given baseline against backdoor attack.

**Limitation:** One limitation of this work is the relatively low improvement for cluster-based approaches, e.g., SwAV, possibly due to the type of supervision which enables them to learn medium to high granularity features which generally benefits the downstream task. In fact, compared to sample-level, cluster-level learning tends to offer features often associated with higher level semantic meanings.

### 6. Conclusion

In this paper, we investigate recent SSL baselines from the perspective of self-supervisory signals, and identify the pros and cons of each type of supervision. Accordingly, building on the information bottleneck principle, we propose FUSSL as a general training protocol for SSL frameworks based on sample-level as well as cluster-level feature learning, enabling the learning of features via two self-supervisory signals. First supervisory signal guides the first phase, followed by fuzzy pseudo-labeling and then second phase of learning. We provided a foundation and its translation into experimental settings to ensure consistent improvement over all former baselines. Extensive experiments and detailed ablation studies suggest the effectiveness of the proposed protocol for SSL frameworks, regardless of the specific approach.
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