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Abstract

We propose a self-supervised method for relative pose
estimation for road scenes. By exploiting the approximate
planarity of the local ground plane, we can extract a self-
supervision signal via cross-projection between images us-
ing a homography derived from estimated ground-relative
pose. We augment cross-projected perceptual loss by in-
cluding classical image alignment in the network training
loop. We use pretrained semantic segmentation and optical
flow to extract ground plane correspondences between ap-
proximately aligned images and RANSAC fto find the best fit-
ting homography. By decomposing to ground-relative pose,
we obtain pseudo labels that can be used for direct super-
vision. We show that this extremely simple geometric model
is competitive for visual odometry with much more complex
self-supervised methods that must learn depth estimation
in conjunction with relative pose. Code and result videos:
github.com/brucemuller/homographyVO.

1. Introduction

Estimation of the relative pose between two images
is important for applications in computer vision includ-
ing visual odometry (VO), image stitching, structure-from-
motion, change detection and augmented reality. The rapid
development in autonomous vehicle technology has brought
particular focus on VO. While a classical problem in vision,
VO methods based on local feature extraction and matching
can be fragile, fail for textureless scenes and slow.

On the other hand, over the past 5 years deep learning
based methods have shown themselves to be robust and
provide fast inference. However, since these methods are
only trained to be optimal in aggregate over a training set,
they do not necessarily provide the optimal solution for a
given image pair and therefore lack the precision of classi-
cal methods that can exactly align features that were cor-
rectly matched. In addition, most learning based VO tech-
niques rely on ground truth relative pose labels for super-
vised learning. These labels are difficult to collect, suffer

from inconsistent coverage and must be synchronised and
geometrically calibrated relative to the cameras.

Self-supervised methods provide an alternative approach
that can exploit the vast amounts of unlabelled driving
video. Most commonly, these methods simultaneously
learn depth and relative pose estimation such that a supervi-
sion signal can be obtained via cross-projection of one im-
age into the other [13]. In many cases, relative pose estima-
tion is simply a byproduct of seeking to learn depth estima-
tion. While depth is very useful in its own right, it entails es-
timating potentially millions of depth values for each image.
This is an ill-posed problem for which learning-based meth-
ods tend to overfit the biases in their training data [9, 23].
Errors in depth will influence the accuracy of relative pose
and vice versa, thus this approach is not necessarily optimal
if the goal is only to estimate relative pose.

We propose a method for relative pose estimation that
combines self-supervised learning with classical feature
matching and alignment. We leverage the fact that, for au-
tonomous driving applications, the scene contents (i.e. road
scenes) contain significant regions of approximately flat
ground plane. This enables us to cross-project between
images (and hence obtain a supervision signal) using only
a homography. By explicitly enforcing the planar nature
of road scenes, we dramatically simplify the task that the
network must solve, while retaining the benefits of self-
supervision. In addition, we refine and provide an alter-
nate supervision signal by using classical image alignment
within the network training loop. Specifically, we make the
following contributions:

1. We regress 9D ground-relative pose using a geomet-
ric matching network that can handle arbitrary pose
changes on overlapping image pairs.

2. An appearance loss is provided via differentiable
cross-projection using the estimated homography.

3. We compute a refined homography by applying a non-
differentiable optical flow plus RANSAC procedure to
regions of the image labelled as ground plane by a se-
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Figure 1. We estimate ground-relative pose using a geometric matching network trained without labels and without estimating depth. By
assuming a locally planar scene, we can compute the homography between views and use this to provide a self-supervision signal by
cross-projection. We train in two phases: 1. using a perceptual loss based on deep features provided by a pre-trained VGG [26] network,
2. via a Homography Estimation Module (HEM) which harnesses model fitting (optical flow + RANSAC) to fit a homography which we
decompose to camera-relative pose for supervision. The HEM can also be utilised at test-time to improve performance.

mantic segmentation network. This provides pseudo-
labels and, hence, another source of self-supervision.

4. At inference time, the optical flow based refinement
can be applied on top of network output for improved
accuracy for tasks such as VO.

To the best of our knowledge, the 9D parameterisation as a
network output for self-supervised VO is novel. No other
pose estimation works utilise this method, and generally
adopt a 6 DoF camera-relative pose, choosing to learn scene
regularity, rather than utilising it. Furthermore, keeping a
geometric parameterisation general is more powerful as we
can extract from it multiple useful transformations.
Further, the estimated relative poses from our method
can be used for trajectory estimation by applying transfor-
mation synchronisation across all overlapping image pairs
in the sequence. We use this approach to evaluate our
method on the KITTI VO benchmark. Self-supervision pro-
vided by our simple geometric model and optical flow based
refinement is highly competitive with state-of-the-art self-
supervised methods that require dense depth estimation.

2. Related Work

Self-Supervised Relative Pose Most self-supervised VO
methods parameterise network outputs with dense depth
and 6 DoF camera-relative pose [5,7,11,13,14,19,33,35],
allowing for cross-projecting one image into the perspective
of another, to be then directly compared to form a training
loss. D3VO [30] is the most competitive purely monoc-
ular method on the KITTI odometry benchmark. They
utilise pose-depth networks with illumination transforma-
tions and estimated uncertainty maps to provide an im-
proved self-supervised training loss similar to [13]. How-
ever, they use the depth, pose and uncertainty map pre-
dictions solely to perform an offline, nonlinear bundle ad-
justment over the entire sequence, which makes it akin
to classical optimisation-based methods and not directly
comparable to much faster direct regression methods. LT-

MVO [37] achieves the best VO results for self-supervised
methods by using a recurrent CNN to temporally constrain
the trajectory but also rely on pose-depth networks with
a 6 DoF camera-relative pose. Highly competitive self-
supervised approaches [11, 14,27, 28] are reliant on dense
depth estimation. Recently, methods use dense optical flow
[20,24,34,38] with camera-relative pose or depth estimation
to form a self-supervised signal.

Parameterising as a camera-relative pose and dense
depth estimation task tends to limit estimation to adjacent
or temporally close video frames. Further, estimating many
thousands of parameters for depth or flow is a demanding
and ill-posed task which is hard to train. For example, Mon-
odepth2 [13] performs very well with depth estimation, but
significantly less so with pose estimation. This implies that
methods using a pose and depth network are prone to the
issue of one network influencing the accuracy of the other.
Tiwari et al. [27] attempt to remedy this issue but rely on
classical SLAM and potentially expensive optimisation rou-
tines such as bundle adjustment and loop closure.

While there are works tackling direct homography esti-
mation [8,25,29], we specifically tackle road-scene relative
pose estimation and thus do not compare to these methods.

None of these approaches utilise the basic known geom-
etry in road-scenes: the ground is approximately planar. We
propose instead to parameterise with respect to the ground
plane, cross-projecting via that known geometry to form the
training loss, avoiding the requirement of estimating dense
depth with a second network entirely. Note that a useful
consequence of our parameterisation is that we can obtain
road depth from our ground-relative poses. Further, our
method, while constrained to a planar model, is highly flex-
ible as it allows for estimating arbitrary relative poses.

While classical approaches like ORB-SLAM?2 [22] are a
powerful approach, they often fail with slightly larger pose
variations (which our parameterisation is robust to) and usu-
ally rely on intensive bundle adjustment and loop-closure.

Road scenes are highly regular, but Dijk ef al. show that
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common road depth networks simply utilise the vertical im-
age position of objects, rather than overall size. Further,
they show generalised depth accuracy depends on the pres-
ence of accompanying features for objects (e.g. shadows).
Such behaviour is common when forcing networks to learn
without reason on large datasets in a black-box fashion. We
model the regularity of the road plane explicitly, helping to
avoid this over-fitting.

Architectural Considerations Many methods concate-
nate pose network input images, assuming that the receptive
field of convolutions will be sufficient to capture the local
variations in features for accurate pose, but this favours only
little variation in relative pose between frames.

Rocco et al. [25] use a geometric matching architecture

for directly estimating a geometric transformation to syn-
thetically warp object instances into a similar perspective.
Inspired by traditional feature matching pipelines, their ar-
chitecture consists of separate feature extraction branches
with shared weights, and a novel matching layer, essen-
tially allowing regression based on putative feature matches
between both images. We chose their architecture due to
its effectiveness of capturing correspondences which accu-
rately convey geometric perspective, and avoiding use of in-
put concatenation which aligns with our thesis of arbitrary
pose estimates. Work by [10] uses this network [25] to esti-
mate a thin plate spline directly for their human-pose system
for trying on clothing. To the best of our knowledge, we are
the first to use the geometric matching architecture [25] for
the task of 3D relative pose estimation.
Perceptual Loss and Model Fitting Popularised by work
in style transfer and image denoising [17,31], we choose to
train initially using a perceptual loss instead of a per-pixel
loss for the image difference, which provides a wider basin
of convergence. This avoids problems with illumination as-
sumptions required for pixel-level loss, which often requires
adding more regularisation terms. To the best of our knowl-
edge we are the first to use a perceptual loss with a pri-
mary focus on VO evaluation, and also the first to parame-
terise deep-pose in terms of the local geometry surrounding
a camera-pair. Inspired by Kolotouros et al. [18] we chose
to use a model-fitting in the loop approach to help further
refine our learned model and allow for inference time refine-
ment. While other works such as [6] have also been inspired
by [18], as far as we know, we are the first to apply the con-
cept to motion estimation setting with homographies.

3. Two View Ground-Relative Geometry

We propose to predict the positioning of two views rela-
tive to their local ground plane. Our novel parametisation is
ground-relative and illustrated in Fig. 2. The parameterisa-
tion has 9 degrees of freedom: 3 to define the plane relative
to the first camera, and 6 to define the second camera rela-
tive to the first. In this section we detail our ground-relative

Local Ground Plane
Coordinate System

Figure 2. Our ground-relative coordinate system (9D parameter-
isation - red) comprises four translational and five rotational pa-
rameters for the two cameras 7 and j of the network input-pair.
Specifically, we predict the two camera heights, planar position
for camera j, and roll and pitch for both cameras, all relative to an
origin defined to be on the ground-plane directly under camera 7.

1]

Figure 3. The local road scene planar geometry allows for differ-
entiable cross-projection via backwards warping with a homogra-
phy. We transform a regular grid of points with a homography
computed from ground-relative pose 6, to sample network input.
Red boundaries represent input to the warping module in Fig 1.

parameterisation, how we extract camera-relative pose from
this, and how we compute a homographic cross-projection
from our parameterisation for mapping road plane pixels
between two cameras. Lastly, we explain handling the scale
ambiguity present in planar cross-projection.
Parameterisation Using a 9D form 6 € R (see Fig. 2),
we write the ground-relative pose of cameras ¢ and j as:

0= (Cz(‘Z)a%vﬂiac_g'x)aC_g‘y)acg‘Z)aPYjaﬂjaaj)' (1)

As shown, we define a local coordinate frame where cam-
era ¢ is positioned directly above the origin, the optical axis
is aligned with the y-axis, and the ground plane coincides
with z = 0. Therefore, there exist three degrees of freedom
for camera i: roll (;) and pitch (5;) relative to the local
orientation of the ground, and its distance above the ground
(cgz)). Camera j is specified with six parameters: a position
(@) (v _(2)

cj = [Cj €565 ] in the local coordinate system and a
rotation defined by roll, pitch and yaw (v;, 3; and o).
We use Tait-Bryan angles to parameterise rotation as

vehicular motions is represented naturally in this way and
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priors on each parameter is simplified. For example, over
unbiased motion sequences, a camera facing forwards with
optical axis aligned parallel to the ground plane will have
zero mean pitch and roll. We emphasise that our represen-
tation describes the position of both cameras relative to the
local ground plane. This is entirely a local parameterisation
where it does not imply that the local ground plane aligns
with the global z = 0 plane, i.e. the direction of gravity is
not necessarily aligned with the z-axis. Therefore, under the
assumption that small motions can be approximated as pla-
nar motion, we can describe non-planar motion sequences.
Relative Pose from Parameterisation Camera-relative
pose is computed from our ground-relative pose, which is
used later for estimating absolute pose trajectories. More-
over, it is important for the second stage of self-supervision
we propose in Section 5. Using camera angles and centres
we may compute world-to-camera rotation and translation:

R(’Y, B, a) =R, (’Y)Rx (5)Ry (Q)R:b (900)
t(C,’y,ﬂ,O&) = —R(’Y,IB,OL)C (2)

World coordinates (z up) are converted to camera coordi-
nates (z aligned with optical axis) via the fixed rotation
R (90°). World-to-camera transforms for the two views
are computed from our parameterisation (1) with (2) as:

Ri = R(’Y“BHO), tZ = t([070ac7(jz ]Ta’yhﬁ’ho) (3)
R, = R(v;, Bj,05), t; = ([}, )T 5, 85, 0))

As shown in Fig. 2, we define camera ¢ to be forward fac-
ing (a;; = 0) and directly above the local coordinate frame
(cgm’y) = 0). The camera-relative pose for transforming be-

tween coordinate systems of camera ¢ to j is given by:
T
Rio; =R;R; , tiy; =t; —Ri;t; “)

Planar Cross-Projection We propose to supervise in an
initial stage by cross-projecting one of the input images
into the perspective of the other to form an appearance con-
sistency loss. This is straightforward due to our assump-
tion of local planarity. By deriving a homography from
our ground-relative representation, the dominant planar part
of the scene, namely the road, can be accurately cross-
projected. Transformation of a point on the local z = 0
ground-plane to a camera k is given by the homography:

100
Hy (K, R, tr) = Ki[RpS' t4],8 = [0 . 0}’ (5)

where Ry, tj are derived from (3) and K are provided
camera intrinsics. We may then combine two homographies
for two cameras overlooking the same plane. The homogra-
phy mapping a location in image ¢ to a point on the ground-
plane, and to the corresponding position in image j:

H, ., =H;H" (6)

Scale Ambiguity A homography relates points between
two views which are located on the local ground plane with
8 DoF. The parameterisation (1) for our ground-relative
pose spans 9 DoF. Scale ambiguity explains the extra di-
mension, as the homography between two views is invariant
to scaling the ground-relative translations (or equivalently
camera centres above the ground plane). Therefore, it is
not feasible to estimate ground-relative poses at global scale
with only the planar correspondences. However, road scene
datasets such as KITTI [12] often include calibrations for
parameters such as camera height above the local ground
plane. Moreover, vehicular motion such as acceleration,
cornering, bumps in the road surface etc, can cause varia-
tions in the height of a mounted camera. By using the cal-
ibrated height as a prior training loss, we softly constrain
the mean calibrated height (and hence scale), resolving the
unknown scale ambiguity. Further, these priors for camera
height, roll and pitch are normally distributed around the
calibration values, and thus we can handle small variations.

4. Pre-training: Learning via Perceptual Loss

As indicated in Fig. 1, we train our network in two
stages. Here, we describe our self-supervised method for
pre-training from scratch using priors and appearance loss.

4.1. Pre-Training Losses

Priors For most road-scene datasets the mean camera
height, roll and pitch relative to the road is known. For the
KITTI dataset, our motion model assumes that 3 and y have
a mean of zero degrees and that the calibrated height of the
camera above the road plane, céjl), has a mean of 1.65 me-
tres, and that variation is normally distributed. To enforce

this motion model, we use the priors loss function:
Ly = (¢ =)+ (8 =) 242 42+ 82482 (1)

where we represent camera height, roll and pitch as cgfj),
7vi,; and B; ; respectively for each camera pair (4, j).

Perceptual Loss We cross-project one input image into
the perspective of the other (via Eqn. (6)) and form a per-
ceptual loss between them to self-supervise our network ini-
tially. We use a symmetric L2 loss between both images,

with a sum over 2 scales to improve convergence:

2
1
Lpe :Z [VGG(ds(I;, s)) — VGG(ds(IL;—;, 5)) I, I

s=1 J

1
+ IVOGs(Ti ) = VOGS (Lol 7 ®

where ds(I, s) is differentiable downsampling of I by a fac-
tor s, VGG is inference of feature maps from the first seven
convolution layers of VGG-16 [26] (ImageNet pre-trained),
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Figure 4. Non-Differentiable Homography Estimation Module (see Fig. 1): we use a pre-trained optical flow network to estimate point
correspondences between one network input and the corresponding input transformed via the ground-relative pose output. A pre-trained
semantic segmentation network isolates the road plane points so that RANSAC can be used to robustly estimate the road plane homography.

and M;” (s ) is the number of pixels in the cross-projected im-
age that are within warped coordinates for scale s.
Differentiable cross-projection is achieved by follow-
ing the sampling method used by Spatial Transformer Net-
works [16] (see Fig. 3). In particular, differentiable bilinear
sampling is utilised, where cross-projected image I;_,; is
formed from warping image I; from camera ¢ into the per-
spective of camera j. Firstly, we use the pose parameters
(1) from the network output to compute a reverse homogra-
phy H;_,; with (5) and (6). Secondly, we form matrix X €
R3*HW of homogeneous coordinates by composing coor-
dinates in a regular grid. By applying H;_,; with each coor-
dinate we form a grid of transformed coordinates. Finally,
we use differentiable bilinear sampling at the warped coor-
dinates to sample image I,: I,_,; = sample(I;, H;_,;X).
The total loss for pre-training our network is formed
from the weighted (chosen to balance both terms) sum of
the perceptual and prior losses: Liotar = w1 Lpe + wa Ly,
where w1 = 1 and we = 287000. See the supplementary
material for architecture and further training details.

5. Post-Training: Model-fitting in the Loop

In the previous section we relied on the network to learn
an image to homography function based on a perceptual loss
where backward gradients must pass coherently through a
bilinear sampler. In this section we show that we can extract
a homography directly from an image-pair and then, with
basic knowledge of the scene, decompose it into camera-
relative pose for the purpose of directly supervising the net-
work and for estimating camera-relative pose at test-time.

5.1. Homography Estimation Module (HEM)

Fig. 4 illustrates our method where we use a direct
matching method in a non-differentiable module for esti-
mating a homography between I;_, ; and I;. We form a ho-
mography Hy from the network output 6 by using Eqn. 6,
which is used to warp a source image ¢ into the perspective

Segmented Optical Flow

Predicted Composition
y £

Figure 5. Performance of optical flow and segmentation networks.

of its corresponding target j. For simplicity we chose to use
a pre-trained optical flow network (FlowNet2 [15]) to es-
timate the flow between I; and I;_,;, but it is worth noting
that other methods for feature matching could be employed.
We compute pixel destination points P, from a regular grid
of source points P, as P; = P, + OF (I,,,,1;), where
OF denotes inference with FlowNet2. Multiple scene parts
can contain planarity (e.g. trucks, buildings) which can con-
flict with the homography estimation from image pairs. We
explicitly isolate the road plane by filtering non-road pixels
using a pre-trained semantic segmentation network [36]:
Pgm“d) = maskyoad(Ps), Pgoad) = maskyoad(Pq)
©)
where mask,.qq denotes filtering out non-road pixels.
Segmentation is computed once (offline) on the original
un-warped imagery. Optical flow is applied to the whole
warped and target images and subsequently masked. Fur-
ther, road surfaces are still in a natural perspective after
warping and distortion to non-planar regions do not seem
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ig E E é Eﬂ Seq. 9 Seq. 10

Method torr Terr  ATE  tew  Terr  ATE
LTMVO [37] v vV vV v v 349 0010 1130 581 0018 11.80
TBG [34] v vV X vV / 693 0.004 - 4.66 0.006 -

CC [24] v Vv VvV / X 692 0018 290 797 0.031 13.77
GeoNet [32] v Vv vV / X 2872 0.098 1584 2390 0.090 43.04
StM [35] v v v v X 828 0031 2431 1220 0.030 20.87
SC-SfM [5] v Vv X X X 1120 0.034 - 10.10 0.050 -
Mono?2 [13] v Vv X X X 1147 0.032 5547 773 0.034 2046
Ours (PLoss mono2-net) X X X X X 1669 0.058 5888 16.72 0.071 320
Ours (PLoss) X X X X X 11.30 0.043 28.68 11.66 0.060 16.48
Ours (HEM Test) X v X X X 613 0017 1573 738 0.033 11.80
Ours (HEM Train) X X X Xx v 1714 0023 1627 858 0.031 11.72
Ours (HEM Train+Test) X v X X v 653 0018 19.65 7.19 0.037 12.77

Table 1. Visual odometry results on KITTIL Metrics terr (%) and rer (°/m) are translation and rotation error respectively.

to disrupt optical flow accuracy. Fig. 5 shows the optical
flow and segmentation works well in our case (see the sup-
plementary material for additional results and the flow key).

Optical flow with road plane semantic segmentation
allows for estimating many corresponding points but
which contain significant noise. Thus, we leverage
an OpenCV RANSAC routine [2] to robustly fit a ho-
mographic model at training or test-time: Hpp =
RANSAC(PID P, A drawback here is that we
require a reasonable initial homography from the network
for a good optical flow between I; and I,_,;. This is easily
achieved by using our pre-trained network from perceptual
loss. The homography HoF is a transformation represent-
ing how we should update the original homography com-
puted from our network Hy (see Eqns. (1) and (6)), which

we update as: H(-OF) =HyHor.

1—7
5.2. Homographic Decomposition

While it would be possible to compute a loss between
Hjy and Hgg? in order to provide a self-supervision sig-
nal to the network, our experience is that it is ineffective.
Instead, we find that we achieve improved performance by
decomposing H'°? into camera-relative pose parameters

posing H; . pose p
that can be used to directly supervise the network output.

In general, any homography can be decomposed into
four possible plane-relative poses via a closed form solu-
tion using the analytical method of Malis and Vargas [21]
as Hgg?) — {REiI;), tl(-i?), n}, where we have camera-
relative rotation and translation R;_,; and t;,_,; respec-
tively, plane normals n relevant for the homography Hl(-g? ,
and k = 0, 1,2, 3 which denotes the possible solutions. In

practice, we obtain these four possible solutions using the
OpenCV implementation [1] of this procedure.

We use domain knowledge to discount three of these
four possibilities. Generally two of these normals tend to
be negative for the y-component, a physical impossibil-
ity. To choose between the remainir%g two normals we se-
lect the normal closest to (0,1,0)" (given that cameras
are always travelling approximately perpendicular to the
road surface), and take the associated camera-relative poses
{Rgg?,tgg?)} as our refined solution. Finally, we can
fine-tune our network with the loss:

Ly = [REVREY T+ 1695 ~t9.:51l2 (10)

] i—J

where {Ryg ;—,;,tg,—;} is the output pose from Eqn. (4).

6. Experiments

We evaluate our pose estimation pipeline using the
KITTI VO dataset [12], and train on the raw dataset, omit-
ting sequences 09 and 10 which are commonly used for
testing. Training pairs are shuffied over all sequences. Our
training and testing pairs consisted of target I; and source I
images which are separated by zero to four adjacent frames.

As outlined in Fig. 1, we train a geometric matching net-
work in two sequential stages. Firstly, we pre-train using the
perceptual loss outlined in Section 4 (referred to as PLoss).
Secondly, we refine the PLoss model with the HEM loss
described in Section 5 (referred to as HEM Train). Addi-
tionally, we apply the HEM to PLoss at test-time (referred
to as HEM Test). Lastly, we apply the HEM to the HEM
Train model at test-time (referred to as HEM Train+Test).

Having used these increasingly refined models to infer
relative poses on test sequences, we use the method of trans-
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HEM-Train+Test
(™ S -y e

Figure 6. KITTI qualitative results, best viewed zoomed in. Im-
ages are a composition of one network input with its warped coun-
terpart. Left: Ground truth where we assume fixed prior values for
ground plane cross-projection. Middle: Our full ground-relative
pose result with perceptual loss pre-training. Right: Our HEM ap-
plied at training and test-time to the PLoss pre-trained model.

N —e— Sequence 9 PLoss
\ +— Sequence 9 HEM-Train
—e— Sequence 9 HEM-Train+Test
-e- Sequence 10 PLoss
Sequence 10 HEM-Train
-e Sequence 10 HEM-Train+Test

Translation Error (%)

100 200 300 400 500 600 700 800 W0 200 300 a0 S0 60 700 800
Path Length (m) Path Length (m)

Figure 7. Translation and rotation errors by path length on se-
quences 09 and 10. We compare errors with pre-training with
perceptual loss (PLoss), post-training with our HEM (HEM-Train)
and additionally applied at test-time (HEM-Train+Test).

formation syncronisation by Arrigoni et al. [4] (outlined in
the supplementary material) to obtain absolute poses R,; and
t; for VO evaluation. As our proposed method does not rely
on any direct supervision we focus our comparison on lead-
ing methods which are fully self-supervised and only rely
on a single camera.

In Table 1 we provide VO scores on sequences 09 and
10. We use the KITTI benchmark translation (%), rotation
error (deg/m) and absolute trajectory RMSE (m), as in [37],
for metrics. The translation and rotation errors are mea-
sured as an average positional or rotational error over all
possible subsequences (100,...,800) (see [12] for details).
We compare against the leading monocular self-supervised
methods and show key differences between these methods
which encapsulate various levels of constraint and method
complexity. From left to right, methods are split between:
training of a dense depth network, estimating only a 6 DoF

camera-relative pose, requiring adjacent or sequential input
for inference or training, training additional network(s) for
dense estimation (e.g. optical flow, explainability mask, re-
current modules), and requiring a staged training process.
Though we do use pre-trained networks for perceptual loss,
optical flow and segmentation, this is only for inference
and not trained. While LTMVO [37] and TBG [34] per-
form most accurately, they are more restrictive and complex
in their approach. Results indicate that training with our
HEM can significantly improve performance of our network
and can be further refined with its application at inference
time. Our method is highly competitive with leading self-
supervised approaches, while remaining flexible and uncon-
strained. Moreover, our method is easy to train, and easy to
use, and we can handle arbitrary pose changes (e.g. at op-
posing ends of a junction). Additionally we show that using
our PLoss method with the Monodepth2 [13] pose network
produces significantly worse results than the matching net-
work we use. Additionally we note that use of a standard
pixel-wise loss was difficult to train.

Close competitors (LTMVO, TBG, and CC) attempt to
learn robust features for dense depth, optical flow and pose
networks simultaneously to estimate /00s of thousands of
parameters - we use a single network to estimate only nine
parameters (dramatically simplifying training) while out-
performing or performing very competitively. Further, the
LTMVO LSTM modules are easy to overfit, sensitive to
weight initialisation, memory intensive, and can require ex-
tended training time. TBG [34] and CC [24] rely heavily
on training multiple networks for scene and motion recon-
struction which is challenging to train accurately.

We have evaluated trajectories (height vs horizontal dis-
tance) at specific parts of the test sequences where gradient
changes more rapidly in Fig. 9, showing accurate estimation
where road scenes slope strongly. For each image pair we
assume the road surface is locally planar - we can still han-
dle scenes with changes in gradient, and effectively are ap-
proximating a curved surface by a series of planar patches.
In practice, guidance [3] for safe construction of roads with
adequate camber for drainage seem to be for the most part
a road will slope smoothly, without exceeding a maximum
gradient of 1 in 12. Further, any outliers would be handled
by the robust transformation syncronisation algorithm [4]
which, additionally, is unreliant on scene assumptions, and
handles non-planar absolute trajectories accurately.

Qualitative results are shown in Fig. 6. We use pseudo
ground truth as we use camera-relative ground truth and
transform it to ground-relative using assumed fixed priors
for camera height and rotations. In the first example the
ground truth performs poorly (perhaps due to the unknown
roll relative to the ground) and in our PLoss version, fea-
tures such as road lines (green) align but other features mis-
align globally (red), though our HEM method significantly
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Figure 9.

corrects these errors. Examples display increasing refine-
ment, particularly in the penultimate example where though
our PLoss has found a suitable rotation and failed with esti-
mating an accurate translation, our HEM is able to correctly
recover an accurate transformation. The last example shows
a fail case where our HEM method is unable to achieve
alignment (see manhole cover), possibly due to excessive
glare in the road plane, resulting in high translational er-
ror. In summary, the PLoss model performs visually very
well but is inclined to misaligning features in one direction,
which is likely due to cases where it converges to a local
minimum. The HEM refinement is able to correct these er-
rors but can be prone to illumination issues such as dynamic
shadows (e.g. see the final two examples of Fig. 5 for mis-
correspondence due to shadows from moving vehicles).

In Fig. 7 we show how translation and rotation errors
vary with trajectory path length on sequences 09 and 10.
Generally errors are refined with each method but interest-
ingly we observe rotation error on sequence 10 is higher
after applying HEM at test-time. In Fig. 8. we show pre-
dictions for three trajectories on the benchmark test set and
also sequences 09 and 10. For the benchmark sequences we
compare with leading self-supervised methods. Our method
is very competitive, particularly on Sequence 14 which con-
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Vertical trajectory remains robust where gradients change rapidly. We effectively fit a series of planes to a curved road surface.

tains imagery very different to the rest of the test sequences,
and on sequence 13 which is very challenging with signifi-
cant cornering and height variation.

7. Conclusions

We proposed to harness the known locally planar geome-
try of road-scenes with a 9D ground-relative pose to greatly
simplify the learning process and enabling two novel su-
pervision signals. We illustrated an initial appearance loss
supervision from cross-projecting imagery via the ground-
plane. Further, to the best of our knowledge, we are the
first to employ non-differentiable in-the-loop homography
refinement as a source for self-supervision for relative pose
estimation. Further, we show that fitting and decomposing
a homographic model directly to the road plane can gen-
erate pose pseudo-labels during training and, furthermore,
at inference time this allows for additional refinement inde-
pendent of the network, tackling dataset bias. We evaluated
our method on the KITTI VO dataset and show very com-
petitive results against leading self-supervised approaches
which rely heavily over parameterised learning for dense
depth or optical flow. For future work we plan to extend the
planar constraint of our method to a more complex geomet-
rical model and to utilise richer semantic understanding.
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