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Abstract

The extremes of lighting (e.g. too much or too little light) usually cause many troubles for machine and human vision. Many recent works have mainly focused on under-exposure cases where images are often captured in low-light conditions (e.g. nighttime) and achieved promising results for enhancing the quality of images. However, they are inferior to handling images under over-exposure. To mitigate this limitation, we propose a novel unsupervised enhancement framework which is robust against various lighting conditions while does not require any well-exposed images to serve as the ground-truths. Our main concept is to construct pseudo-ground-truth images synthesized from multiple source images that simulate all potential exposure scenarios to train the enhancement network. Our extensive experiments show that the proposed approach consistently outperforms the current state-of-the-art unsupervised counterparts in several public datasets in terms of both quantitative metrics and qualitative results. Our code is available at https://github.com/VinAIResearch/PSENet-Image-Enhancement.

1. Introduction

Producing images with high contrast, vivid color, and rich details is one of the important goals of photography. However, acquiring such pleasing images is not always a trivial task due to harsh lighting conditions, including extreme low lighting or unbalanced lighting conditions caused by backlighting. The resulting under-/over-exposed images usually decrease not only human satisfaction but also computer vision system performance on several downstream tasks such as object detection [31] or image segmentation [35]. Wrong exposure problems occur early in the capturing process and are difficult to fix once the final 8-bit image has been rendered. This is because the in-camera image signal processors usually use highly nonlinear operations to generate the final 8-bit standard RGB image [26, 12, 27].

Many recent works have mainly focused on under-exposure cases where images are often captured in low-light conditions (e.g. nighttime). These works have achieved promising results for enhancing the quality of images even captured under extreme low-light conditions. However, they failed to handle over-exposure images, as shown in Fig. 1. The recent work proposed by Afifi et al. [1] achieves impressive results in improving both under- and over-exposed cases. However, their proposed method is designed to work in a supervised manner, requiring a large dataset of wrongly exposed and corresponding ground-truth (GT) well-exposed image pairs. This data collection is typically time-consuming and expensive.

In this paper, we propose a novel unsupervised approach that does not require any well-exposed GT images. The key idea is to generate a pseudo GT image given the input wrongly exposed one in order to train an enhancement network. The pseudo GT image across training epochs is progressively generated by choosing the visually best regions taken from multiple sources, namely the output of the same input image from the previous epoch, the brighter/darker reference images by changing the gamma value of the input image, and the input image itself. The choosing criteria are well-exposedness, local contrast, and color saturation, which are driven by human knowledge of a visually good image and have been shown to be effective in measuring perceptual image quality [23]. In this way, the task of generating pseudo GT images is simply comparing and
selecting the best regions from different sources where almost possible cases of exposure are simulated in training. Furthermore, by using the output of the previous epoch as a source for choosing, we ensure that the output of the current epoch will be better than or at least equal to that of the previous one, giving the name of our approach PSENet – Progressive Self Enhancement Network.

Our contributions are summarized as follows:

- We introduce a new method for generating effective pseudo-GT images from given wrongly-exposed images. The generating process is driven by a new non-reference score reflecting the human evaluation of a visually good image.
- We propose a novel unsupervised progressive pseudo-GT-based approach that is robust to various severe lighting conditions, i.e. under-exposure and over-exposure. As a result, the burden of gathering the matched image pairs is removed.
- Comprehensive experiments are conducted to show that our approach outperforms previous unsupervised methods by large margins on the SICE [3] and Afifi [1] datasets and obtains comparable results with supervised counterparts.

2. Related Work

Image enhancement approaches can be divided into two categories: traditional and learning-based methods.

Traditional methods. One of the simplest and fastest approaches is to transform single pixels of an input image by a mathematical function such as linear function, gamma function, or logarithmic function. For example, histogram equalization-based algorithms stretch out the image’s intensity range using the cumulative distribution function, resulting in the image’s increased global contrast. The Retinex theory [16], on the other hand, argues that an image is made from two components: reflectance and illumination. By estimating the illumination component of an image, the dynamic range of the image can be easily adjusted to reproduce images with better color contrast. However, most Retinex algorithms use Gaussian convolution to estimate illumination, thus leading to blurring edges [38]. Frequency-domain-based methods, by contrast, preserve edges by employing the high-pass filter to enhance the high-frequency components in the Fourier transform domain [36]. However, the adaptability of such traditional methods is often limited due to their unawareness of the overall and local complex gray distribution of an image [38]. For a systematic review of conventional approaches, we suggest readers refer to the work of Wang et al. [38].

Learning-based methods. In recent years, there has been increasing attention to learning-based photo-enhancing methods in both supervised and unsupervised manners. Supervised learning methods aim to recover natural images by either directly outputting the high quality images [21, 22, 19, 40] or learning specific parameters of a parametric model (e.g. Retinex model) [6, 37, 24] from a paired dataset. SID [5] is a typical example in the first direction. In this work, the authors collect a short-exposure low-light image dataset and adopt a vanilla Unet architecture [32] to produce an enhanced sRGB image from raw data thus replacing the traditional image processing pipeline. Following this work, Lamba and Mitra [14] present a novel network architecture that concurrently processes all the scales of an image and can reduce the latency times by 30% without decreasing the image quality. Different from the previously mentioned approaches, Cai et al. [3] explore a new direction in which both under and over-exposed images are considered. They introduce a novel two-stage framework trained on their own multi-exposure image dataset, which enhances the low-frequency and high-frequency components separately before refining the whole image in the second stage. Afifi et al. [1] put a further step in this direction by introducing a larger dataset along with a coarse-to-fine neural network to enhance image qualities in both under- and over-exposure cases. For learning a parametric model, Retinex theory [15] is often adopted [39, 18, 37]. Benefiting from paired data, the authors focus on designing networks to estimate the reflectance and illumination of an input image. Dealing with the image enhancement task differently, HDRNet [6] presents a novel convolutional neural network to predict the coefficients of a locally-affine model in bilateral space using pairs of input/output images. Unsupervised learning. Collecting paired training data is always time-consuming and expensive. To address this issue, an unpaired GAN-based method named EnlightenGAN is proposed in [10]. The network, including an attention-guided U-Net as a generator and global-local discriminators, shows promising results even though the corresponding ground truth image is absent. To further reduce the cost of collecting reference ground truth images, a set of methods [42, 44, 8, 17] that do not require paired or unpaired training data are proposed. Two recent methods in this category named ZeroDCE [8] and Zheng and Gupta [43] show impressive results in low-light image enhancement tasks by using a CNN model trained under a set of no reference loss functions to learn an image-specific curve for producing a high-quality output image. However, these methods seem to perform poorly when extending to correct over-exposed images, as shown in Fig. 1.

Our proposed method, in contrast, is the first deep learning work handling these extreme lighting conditions in an unsupervised manner.

3. Methodology

Given an sRGB image, I, captured under a harsh lighting condition with low contrast and washed-out color, our
approach aims to reconstruct the corresponding enhanced image \( Y \), which is visibly better and visually pleasant in terms of contrast and color without any supervision.

To address the problem, our key contribution is to propose a new self-supervised learning strategy for training the image enhancement network. That is, we randomly synthesize a set of reference images to be combined together to produce a synthetically high-quality GT image for training. The way of combination is driven by the human knowledge of how visually good an image is. To our best knowledge, our unsupervised method is the first to produce pseudo-GT images for training on a large set of ill-exposed images; while other data synthesized methods use well-exposed images as GT to generate corresponding ill-exposed inputs. By using this approach, our model does not suffer from the domain gap issue. Compared with image fusion, which only produces a single output image for input, our pseudo GT images are progressively improved after each epoch, making our model adapt to a wide range of lighting conditions (see Sec. 4 for empirical evidence).

In detail, our reference image generator first takes an image as input and generates \( 2N \) images where the first \( N \) images are darker and the rest are brighter compared to the original input image. Then, the pseudo GT generator module uses these reference images along with the input and the previous prediction of the enhancement network to create the pseudo GT image. It is worth noting that including the previous prediction in the set of references ensures that the quality of the pseudo GT image is greater or at least equal to the previous prediction according to our proposed non-reference score, thus making our training progressively improved. Our training framework is illustrated in Fig. 2 and the detail of each module will be described in the following sections.

### 3.1. Random Reference Image Generation

To synthesize an under/over-exposed image, we employ a gamma mapping function, which is a nonlinear operation often used to adjust the overall brightness of an image in the image processing pipeline [29]. The gamma mapping function is based on the observation that human eyes perceive the relative change in the light following a power-law function rather than a linear function as in cameras [13]. The connection between the gamma mapping function and the human visual system enables the gamma mapping function to be widely used in image contrast enhancement [7, 30, 34]. However, rather than apply the gamma function directly to the original image, we adopt a haze removal technique in which we apply it to the inverted image to generate \( 2N \) reference images \( Y_n \), as shown in Eq. (1). The reason is that hazy images and poor lighting images normally share the same property of low dynamic range with the high noise level. Therefore, haze removal techniques (e.g. using an inverse image) can be used to enhance...
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Reconstruction loss. We adopt the mean squared error between the network prediction and the pseudo GT image as follows:

\[ L_{\text{rec}} = \frac{1}{3HW} \sum_{c,x,y} \left( \hat{Y}(c,x,y) - T(c,x,y) \right)^2, \]

where \( c \) is the color channel, \( \hat{Y} \) is the output image and \( T \) is our generated pseudo GT image in Sec. 3.2; \( H \) and \( W \) are the height and width of the input image, respectively.

Total variation loss. In the homogeneous areas, the adjacent gamma values should be similar to avoid sudden changes, which can create visual artifacts. Therefore, we apply a familiar smoothness prior to image restoration tasks, called total variation minimization [33, 25], to the predicted gamma map. The total variation loss is defined in Eq. (9)

\[ L_{\text{tv}} = \frac{1}{3HW} \sum_{c,x,y} \left( |\gamma_c(x+1,y) - \gamma_c(x,y)| + |\gamma_c(x,y+1) - \gamma_c(x,y)| \right), \]

where \( \gamma_c \) is the predicted gamma value corresponding to the color channel \( c \).

4. Experiments

Datasets. We assess our approach as well as comparative methods on two main multi-exposure datasets: Afifi (introduced by Afifi et al. [1]) and SICE [3] datasets. The Afifi dataset contains 24,330 sRGB images rendered from the MIT-Adobe FiveK dataset [2] by varying their digital exposure settings. The SICE dataset has two parts 1 and 2 with 360 and 229 multi-exposure sequences (sets of images of the same scene captured at different exposure levels), respectively. We employ part 1 as the training set and part 2 as the test set. For generalization evaluation, we also test all approaches on the LOL dataset [39], which is composed of 500 pairs of low-light and normal images.

Implementation details. We train our image enhancement network on an NVIDIA A100 GPU, using the Adam optimizer with a batch size of 64. In the SICE dataset, our model is trained with 140 epochs while the number of epochs for training the Afifi dataset is 30. The learning rate is \( 5e^{-4} \) and is reduced by half on a plateau with the patience of 5. All the input images are resized to \( 256 \times 256 \) during training. The coefficient of the total variation loss \( \alpha \) for training on each dataset and other implementation details are empirically selected and reported in the Supp. material.

4.1. Comparison with Prior Work

We compare our approach with two traditional methods: CLAHE [28], IAGCWD [4], one unpaired method EnlightenGAN [10], and two unsupervised methods: ZeroDCE [8], Zheng and Gupta [43]. We also include the two supervised methods: HDRNet [6], Afifi et al. [1] for the reference purpose only. The results of these methods are reproduced by using their public source codes with the recommended parameters.

Objective image quality assessment. We adopt two standard referenced metrics: peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) in the cases where the ground-truth images are available in the testing set (for evaluation purposes only). To see the effectiveness of our method on each type of lighting condition, we also report the metric scores on lighting-dependent subsets of the Afifi dataset [1], which includes 3,543 over-exposed images and 2,362 under-exposed images.

Table 1 reports the quantitative results obtained by each method on the Afifi, SICE, and LOL datasets. On the Afifi dataset, our approach outperforms all state-of-the-art unpaired model EnlightenGAN [10] and unsupervised models ZeroDCE [8], and ZeroDCE++ [17] with significant margins (+5 and +0.1 in PSNR and SSIM metrics, respectively). On the SICE dataset, our approach also surpasses all other unsupervised methods on the SICE dataset with large margins (+3 and +0.02 in PSNR and SSIM metrics, respectively). When compared with the supervised methods, surprisingly, the proposed method obtains better results than HDRNet [6] and Afifi et al. [1] in the SSIM index. We further assess the generalization abilities of all methods on the LOL dataset. In this experiment, we report the results of all methods trained on the SICE dataset without further tuning. As can be seen in Tab. 1, the same trend can be observed in which we outperform all unsupervised and unpaired approaches and perform slightly worse than a supervised model HDRNet [6]. However, HDRNet [6] tends to produce output images with visual artifacts that are shown in the next section.

Subjective image quality assessment. A visual comparison among unsupervised approaches with typical under- and over-exposure scenes is presented in Fig. 4. Our model is the only one that works on both under- and over-exposure. In the case of underexposure, CLAHE [28] and EnlightenGAN [10] could not brighten the image to a proper level, while ZeroDCE [8] tends to produce an image with washed-out colors. Regarding the over-exposure situation, only CLAHE seems to produce a decent output image whereas ZeroDCE and EnlightenGAN appear to fail to recover the image’s details in such a condition. A visual comparison with other supervised methods is also shown in Fig. 5. As mentioned previously, although HDRNet [6] achieved the best PSNR and SSIM scores in most of the cases, however, it often produces output images with visible artifacts (shown in Fig. 5).

User study. For a more convincing evaluation, we also conduct a user study with 260 participants on 100 scenes from
<table>
<thead>
<tr>
<th>Method</th>
<th>Under</th>
<th>Over</th>
<th>Full</th>
<th>SICE</th>
<th>LOL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
</tr>
<tr>
<td>HDRNet (S)</td>
<td>19.35</td>
<td>0.817</td>
<td>20.65</td>
<td>0.846</td>
<td>20.13</td>
</tr>
<tr>
<td>Afifi et al. (S)</td>
<td>18.88</td>
<td>0.845</td>
<td>19.05</td>
<td>0.850</td>
<td>18.98</td>
</tr>
<tr>
<td>CLAHE (N)</td>
<td>16.67</td>
<td>0.780</td>
<td>18.19</td>
<td>0.806</td>
<td>17.58</td>
</tr>
<tr>
<td>IAGCWD (N)</td>
<td>13.23</td>
<td>0.681</td>
<td>17.99</td>
<td>0.820</td>
<td>16.08</td>
</tr>
<tr>
<td>ZeroDCE (U)</td>
<td>15.36</td>
<td>0.783</td>
<td>11.85</td>
<td>0.739</td>
<td>13.25</td>
</tr>
<tr>
<td>Zheng and Gupta (U)</td>
<td>16.69</td>
<td>0.806</td>
<td>11.58</td>
<td>0.726</td>
<td>13.62</td>
</tr>
<tr>
<td>EnlightenGAN (U*)</td>
<td>14.28</td>
<td>0.752</td>
<td>14.05</td>
<td>0.766</td>
<td>14.14</td>
</tr>
<tr>
<td>PSENet (U)</td>
<td>18.82</td>
<td>0.858</td>
<td>19.72</td>
<td>0.875</td>
<td>19.36</td>
</tr>
</tbody>
</table>

Table 1. Results on SICE, Afifi, and LOL dataset. The higher the better. The best results are in bold. The terms “under” and “over” stand for under-exposure and over-exposure subsets. The terms “N”, “U”, “U*” “S” stand for non-learning, unsupervised, unpaired, and supervised, respectively. All methods are trained with the same training sets but different supervision levels. Due to the Matlab license issue, we could not train and evaluate the performance of Afifi et al. on the SICE and the LOL datasets. Note that HDRNet [6] and Afifi et al.’s method [1] are both supervised methods (faded in gray, solely for reference purpose).

Figure 4. Visual comparison with unsupervised and traditional methods. In the under-exposure situation, CLAHE [28] and EnlightenGAN [10] could not brighten the image to a proper level, while ZeroDCE [8] tends to produce an image with washed-out colors. As for the over-exposed image, only CLAHE seems to produce an acceptable output whereas ZeroDCE and EnlightenGAN appear to fail to recover the image’s details in such a condition.

Figure 5. Visual comparison with supervised methods (put in red box). Although HDRNet [6] achieved the best PSNR and SSIM scores in most of the cases, it often produces output images with visible artifacts.

Figure 6. Results of user study - Others vs Ours. The blue color shows the preference percentages of the other methods, while the orange color shows ours.

the testing set to assess human preference for the enhanced results. Out of 100 scenes, 30 scenes are randomly selected to show for each participant, and for each scene, our enhanced image along with another image, which is a result of a random method, is presented. We believe that showing the results of two methods at a time is more reliable than showing the results of all eight methods and asking the users to either rank all methods or choose the best one only. The former is error-prone since the users need to rank pairwise $C(8, 2) = 28$ times for each question. The latter is not informative if ours is not the best. We restrict the sampling method to ensure that all the methods appear evenly across user responses. The participants then are asked to pick a better image in each pair based on the three following criteria: (1) whether all parts in the image are clearly visible; (2) whether the result introduces any color deviation; and (3) the better image based on their preference. The detailed
Figure 7. Mean squared error (MSE) between pseudo GT images at two consecutive epochs with and without PTS.

Figure 8. Examples of the pseudo GT image and model output from previous epoch while training. Note that, for epoch 1, the output in the previous epoch is equivalent to the input image. For the first few epochs, the pseudo GT is unstable due to its dependence on the randomness of the reference image generator. However, as the quality of the model’s output increases and surpasses reference images, the pseudo GT image tends to converge thanks to the PTS. In addition, the output of our model in these epochs is very close to the pseudo-GTs except for some hash regions, providing useful attention for our model at the latter training stage.

Figure 9. Average PSNR, SSIM (compared with provided GT images), and our proposed image quality score of our pseudo-GT over training epochs (x-axis).

Figure 10. The influence of the total variation loss. Without the loss, the gamma values of neighboring regions are not so smooth, thus breaking down the image structure.

Table 2. The influence of our pseudo GT generator on ZeroDCE [8] and EnlightenGAN [10] on the SICE dataset. Our suggested approach also improves these two networks’ abilities in handling over-exposure cases, resulting in a considerable improvement (+1 in PSNR).

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZeroDCE</td>
<td>14.28</td>
</tr>
<tr>
<td>ZeroDCE + our pseudo GT</td>
<td>15.30</td>
</tr>
<tr>
<td>EnlightenGAN</td>
<td>14.60</td>
</tr>
<tr>
<td>EnlightenGAN + our pseudo GT</td>
<td>15.34</td>
</tr>
</tbody>
</table>

4.2. Ablation Study

In this section, we conduct experiments on analyzing the stability of our method and the impact of different components of our proposed framework. Other experiments related to hyper-parameter selection are presented in the Supp. material.

Training stability. Since our method relies on a random reference image generator to produce pseudo GT images, a concern might be raised that whether or not this random factor affects our model’s performance. To answer this question, we have retrained our model 10 times with different random seeds. The average performance on SICE is 17.69 ± 0.11 in PSNR and 0.704 ± 0.0013 in SSIM showing that our method is stable regardless of random sampling. This stability is achieved through the progressive training strategy (PTS). In Fig. 7, with the PTS, the MSE between two consecutive pseudo GT decreases when the number of training epochs increases, suggesting that the PTS ensures training convergence and stability. This assumption are also demonstrated in Fig. 8. As a result, our model’s final performance also gets better with approximately +1.5 and +0.02 in terms of PNSR and SSIM, respectively in comparison with the normal training method.

The influence of pseudo GT generator in other enhancement networks. We analyze the influence of our pseudo GT generator by replacing our Enhancement Network with the network presented in ZeroDCE [8] and EnlightenGAN [10], and retrain these models on the SICE dataset. As demonstrated in Tab. 2, using our proposed generator significantly improves the overall performance of these two networks on the SICE dataset (+1 in PSNR). Qualitative results are provided in the Supp. material.

The correlation between our proposed quality score and the similarity between the pseudo GT images and reference GT images. We conduct additional experiments to evaluate the correlation between our proposed quality score and the similarity between pseudo GT images and reference GT images measured by PSNR and SSIM metrics. The results in Fig. 9 show that our quality score is an effective measurement of image quality without GT images.
<table>
<thead>
<tr>
<th>Method</th>
<th>RT (ms)</th>
<th>#Params</th>
<th>#GMACs</th>
</tr>
</thead>
<tbody>
<tr>
<td>EnlightenGAN</td>
<td>94.38</td>
<td>8,636,675</td>
<td>197.11</td>
</tr>
<tr>
<td>ZeroDCE</td>
<td>37.87</td>
<td>79,416</td>
<td>61.59</td>
</tr>
<tr>
<td>Zheng and Gupta</td>
<td>36.86</td>
<td>10,561</td>
<td>7.834</td>
</tr>
<tr>
<td>Our method</td>
<td>20.08</td>
<td>15,251</td>
<td>1.804</td>
</tr>
</tbody>
</table>

Table 3. Running time (RT), # of parameters (#Params), and # of multiply–accumulated operations (#GMACs).

**Contribution of total variation loss.** We also present the results of our enhancement network trained with the absence of total variation loss in Fig. 10. Without this loss, our model tends to break the relation between neighboring regions, thus breaking down the image structure.

### 4.3. Computational cost comparison

We evaluate the computational cost of our model and other methods and report the results in Tab. 3. The runtime is measured on on Tesla T4 GPU by processing 50 images of size 1080 × 720. The number of multiply–accumulated operations (MACs) and the number of trainable parameters for each network are also presented. As we can see, our method is the fastest and extremely lightweight, making it very suitable for real-time applications.

### 5. Application

In this section, we conduct experiments to evaluate the usefulness of our approach on the face detection task for both under- and over-exposure cases. To the best of our knowledge, there is no public face dataset that contains sufficient samples from both under- and over-exposure for validation. Therefore, we synthetically create a new face dataset from the FDDB dataset [9] by generating new images with different gamma values. The Dual Shot Face Detector (DSFD) [20] trained on the WIDER FACE dataset [41] is used as a pre-trained face detector. More concretely, we feed the images enhanced by several different image enhancement methods to the pre-trained face detector and observe its performance changes.

Fig. 11 depicts the true-positive rate when the number of false-positive samples equals 500 for different gamma values on the FDDB dataset [9]. As can be seen, with our image enhancer, DSFD [20] achieves better metric scores consistently on both too dark (low gamma value) and too bright (high gamma value) images. Meanwhile, other methods such as ZeroDCE [8], Zheng and Gupta [43] and EnlightenGAN [10] perform poorly in the over-exposure cases, resulting in a decrease in face detection performance. This demonstrates the robustness of our method under various lighting conditions.

We also present the output of DFSD on two real images where our model is utilized as a preprocessing module in Fig. 12. As can be seen, our model can recover the image detail in both extremely dark or over-bright regions, thus improving the performance of the face detector.

### 6. Conclusion

We have introduced a novel progressive self-enhancement network PSENet for image enhancement that is robust to a variety of severe lighting conditions, including under-exposure and over-exposure. In particular, we have developed a new method for generating effective pseudo GT images for training our extreme-light enhancement network in an unsupervised manner. As a result, the burden of gathering the matched photographs is removed. Our extensive experiments show that the proposed approach consistently outperforms previous unsupervised methods by large margins on several public datasets and obtains comparable results with supervised counterparts. We also demonstrate the superior performance of PSENet over all other approaches in the application of face detection in both under-exposure and over-exposure settings. These results justify the importance of PSENet not only in pleasing human vision but also in improving machine perception.
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