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Abstract

Semi-supervised Learning (SSL) reduces significant
human annotations by simply demanding a small num-
ber of labelled samples and a large number of unla-
belled samples. The research community has often de-
veloped SSL regarding the nature of a balanced data
set; in contrast, real data is often imbalanced or even
long-tailed. The need to study SSL under imbalance
is therefore critical. In this paper, we essentially ex-
tend FizMatch (a SSL method) to the imbalanced case.
We find that the unlabeled data is as well highly im-
balanced during the training process; in this respect
we propose a re-weighting solution based on the effec-
tive number. Furthermore, since prediction uncertainty
leads to temporal variations in the number of pseudo-
labels, we are innovative in proposing a dynamic re-
weighting scheme on the unlabeled data. The simplic-
ity and validity of our method are backed up by exper-
imental evidence. FEspecially on CIFAR-10, CIFAR-
100, ImageNet127 data sets, our approach provides the
strongest results against previous methods across vari-
ous scales of imbalance.

1. Introduction

It is known that deep learning is data-starving [13,
9, 27, 23, 5, 11]. Its overwhelming success in various
fields was made possible by the massive amount of la-
beled data [8, 23, 13, 9, 5], which is typically manu-
ally costly. Such a boom brings a tremendous expense
that might be unaffordable in some areas, such as for
video annotation [40, 24, 51, 10] and natural language
processing [44, 32, 35] which requires high semantic
richness. In view of emerging from the dilemma, semi-
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Figure 1: The sum of training losses value for each class
of unlabeled data on CIFAR-10 data set with extremely
imbalanced training data.

supervised learning (SSL) is an extremely promising so-
lution. Its strength resides in the possibility of deliver-
ing impressive performance with only a limited amount
of labeled data, together with a large amount of unla-
beled data, sometimes even matching that of super-
vised algorithms [2, 1, 37]. Cutting-edge SSL routines
are consistency-based algorithms that rely on data aug-
mentation, with the goal of minimizing the distance
between augmented samples and the raw samples mea-
sured in the output space [2, 1, 12]. Among the repre-
sentative algorithms are FixMatch [37], MixMatch [2],
ReMixMatch [1], etc.

For the most part, SSL algorithms are structured
around the assumption that labeled and unlabeled
data are well-balanced [42]. Unfortunately, however,
real-world data usually follows a long-tailed distribu-
tion [3, 19, 15, 18] (The same can be claimed for being
imbalanced). It is mainly the case if the model is de-
veloped on an imbalanced training set, but validated
on a balanced testing set [19, 18, 15, 25]. The perfor-
mance of the minority class will be abysmal, whereas
the performance of the majority class is somehow more
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favorable. Worse still, the issue will be amplified in
SSL, as the number of labeled samples in SSL is rela-
tively small compared to unlabeled samples. There is
still little associated work in this area, and this little,
or hardly any, consideration [20, 42] leaves us actively
pondering how to resolve the issue.

This paper focuses on a trendy SSL model, Fix-
Match, and we dive into the qualities of unlabeled data
that FixMatch presents during its training process: im-
balance and the temporal variation. While the first
point is pretty understandable, given that if the la-
beled data is imbalanced, it is ideally also imbalanced
for the labeled data insofar with the unlabeled and la-
beled data being distributionally aligned. Such imbal-
ance appears not just in the number of each class, but
is also evident in the sum of the loss values for each
class in the unlabelled data. In Figure 1, we visualize
the loss values on unlabeled data of CIFAR-10, and we
can spot that the loss values also show an extremely
imbalanced pattern. It is envisaged that the optimiza-
tion of the model will be strongly orientated towards
the head classes whilst the tail classes tend to be more
rarely optimized. There is another unexpected qual-
ity that we find concerning temporal variation. In this
context, we suggest borrowing the concept of effective
number to reweight the loss functions of both labeled
and unlabeled data. Nevertheless, owing to the pre-
diction uncertainty in the unlabeled data, pseudo-label
will also differ across training epochs. According to
this characteristic, we propose a pseudo number and
reformulate the effective number within the meaning
of unlabeled data. Along with the experimental re-
sults testifying our method’s validity, the best results
so far have been achieved.

In all, our contributions include the following:

e We find prediction uncertainty leads to temporal
variations for unlabeled data. So we propose a dy-
namic re-weighting scheme on the unlabeled data.

e On the ground of effective number, we offer to
reweight both labeled and unlabeled data. Addi-
tionally, pseudo numbers in unlabeled data evolve
dynamically in time.

e Empirical results highlight more than just the sim-
plicity and power of our approach, also superior
performances on the real-world data sets com-
pared to state-of-the-art methods.

2. Literature Review
2.1. Imbalanced Classification

Recently, numerous works have focused on learning
a robust classification model from the data with the

imbalanced distribution. Some of these works try to
solve this problem by over-sampling few-shot classes or
under-sampling many-shot classes [4, 14], which aims
to balance the sampling number over classes. In an-
other way, several works have been proposed to solve
this challenge with a robust model directly. Kang et
al. [19] proposed a two-stage training strategy for rep-
resentation learning to tackle the imbalanced problem.
Jamal et al. [15] considered this problem within the
perspective of domain adaptation. In parallel, Kang et
al. [18] further explored the impact of balanced fea-
ture spaces when learning from imbalanced data, and
proposed a self-supervised learning-based approach to
learn more robust representation for imbalanced clas-
sification. Besides, some works also try to improve the
model’s performance when training on imbalanced data
equipped with well-designed loss function [50, 3, 6, 33]
or meta learning [36, 41] algorithm.

2.2. Semi-supervised Learning

SSL has attracted an amount of attention with
the advances in deep learning areas. Unlike con-
ventional supervised learning, it can train a well-
generalized model with little manual annotations ver-
sus the amount of unlabeled data. Due to its ad-
vantage of saving labeling expense, SSL has been ap-
plied in several learning tasks, such as image classifi-
cation [46, 7, 45], object detection [38, 17], segmen-
tation [43, 31], domain adaptation [34, 48]. More re-
cently, SSL methods usually use pseudo-labels which
are generated by the model for unlabeled data [2, 1, 37].
Specifically, MixMatch [2] applies mixup [49] for data
augmentation for both labeled and unlabeled data.
Based on MixMatch, a new approach called ReMix-
Match [1] was proposed with an augmentation anchor-
ing and a distribution alignment to improve the per-
formance further. After that, Sohn et al. [37] proposed
FixMatch, which uses two separate data augmentation
methods to ensure consistency regularization. Besides,
it also uses pseudo-labels generated from the model for
training on unlabeled data. In this paper, we marry
SSL to imbalanced cases.

2.3. Semi-supervised Long-tailed Learning

More recently, with the development of SSL and the
deeper delving of long-tailed problems, a new problem
appeared in the field of SSL, that is, the long-tailed
distribution problem in SSL. One of the first methods
tried to solve this problem is called DARP [20], which
tries to reduce the biases dominated by many shot
classes when generating pseudo-labels for the classes
with few samples by a distribution aligning refinery
approach. After that, Wei et al. [42] observed that the
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high precision of minority classes, and based on this,
they proposed an SSL-based method for long-tailed
classification by assigning more confidence for minor-
ity classes’ pseudo-labels when selecting unlabeled data
from the unlabeled set.

3. Preliminary

We provide the notational definition, then the prob-
lem description for long-tailed SSL, and then we outline
the popular SSL method, FixMatch [37], as a prelude,
since we are primarily extending FixMatch to the im-
balanced scenario.

3.1. Notations

In this paper, we follow the following notation con-
ventions. Lowercase typeface letters (z) represent
scalar, lowercase bold typeface letters () represent
vectors, uppercase bold typeface letters (X) represent
matrix.

3.2. Problem Description

SSL, as the term implies, its training data set
Ds = Psi U Dsu DSl — {( : ’yz )}g\f;l’l, Dsu —
{(iBJS oy " usually incorporates both labeled
and unlabeled data for C-class classification with in-
put dimension d and their associated labels, where D%
is the labeled training set, and D*" is the unlabled
training set. The high cost of labeling data results in
the number of unlabeled data, generally being much
greater than those labeled, that is to Say Ns o NS
we shall indicate the ratio of two by v = Né =1 To quote
more, we denote the number of samples per category
for the labeled data in the training data as N5, i.
S, N3t = Nt Once we get to imbalance and even
the long-tail as a nature of the data distribution, the

s,l

imbalance can be expressed as an metric R} = “mex

typically, R! > 1, here N2 and Nn{m represent, the
number of samples in the dominating/minority of cat-
egories respectively. By contrast, the validation and
testing sets DV, D! are usually evenly distributed. Al-
ternatively we suppose from here, the proportion of im-
balance R" in the unlabeled data is aligned with what

is in the labeled data.
3.3. A Quick Recap of FixMatch

FixMatch [37] is a pseudo-labeling-based method for
SSL tasks; it applies two different data augmentation
methods: weak and strong augmentation, to generate
augmented samples for unlabeled data, with the goal
to ensure the consistency regularization between them.
Briefly speaking, given a mini-batch consisting of la-
beled data X = {(z!,y});i € (1,..., B")} and unlabeled

data U = {z¥;j € (1,...,B")}, the loss function for
labeled data X can be expressed as:

Bl
Lo= 5 LML SaE)0). (0

where H (-, -) represents the cross-entropy loss function,
f(::0) : R? — RY denotes a neural network parameter-
ized by 6, and «(-) is the weak augmentation method.
For the unlabeled data U, an analogous loss function
would follow; however, owing to the lack of labels for i,
the training cannot be conducted under normal train-
ing procedures. To tackle the issue, getting the pseudo-
label is the well-known general strategy, the first step
in the pseudo-labeling process is to obtain the corre-
sponding prediction via weak argumentation.

yj = fla(x}); 0), (2)

where g € RY stands for the soft pseudo-label. Then

we can simply access the hard pseudo-label g3 by tak-
ing the maximum value of y} as follows:
gj = max(yy). 3)

Based on this, the unlabeled loss used to calculate
the distance between hard pseudo-labels and strongly-
augmented soft pseudo-labels can be expressed as:

BY

Z 1(j (G, f(Alx}):0)),  (4)

where 7 is a scalar hyperparameter that is employed
as the threshold above which the pseudo-label is re-
tained, A(-) denotes the strong-augmentation method,
and 1(-) indicates whether a condition holds. The final
loss function of FixMatch, through the introduction of
auxiliary parameter A, can be provided as:

L=Ls+ ALy
1 &
=5 ZH(yﬁ, fla(a}); 9)) (5)
.
FAg YU 2 G TAGD0). ()

This concludes the profile of FixMatch. In the expan-
sion of the approach to long-tailed domains, it differs
mainly in that the labeled and unlabeled data suffer
from imbalanced and even long-tailed characteristics.
Note that FixMatch can yield pseudo-label §* for as-
sociated sample *. This makes it easy to count the
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number of categories N in the unlabeled data, which
we call the pseudo number in this paper. We define

~ N&u ~ s .
R" = Zze=, Nyo, and N, denote the maximum and
min

minimum number of NJ* Ve:=1,2,...,C.

4. Motivation

In SSL, there are considerably more unlabeled data
than labeled data [37, 2, 1, 20, 42]; therefore, unlabeled
data is a huge wealth that ought not to be disregarded
and is definitely valuable to be explored to optimize
model performance. Due to the imbalanced nature of
the unlabeled data as well, it is precisely what moti-
vates us. However, this problem is pretty much left
unresolved in terms of performance. Notwithstanding,
we are naturally tempted to wonder: in the presence
of imbalance, just what are the exceptional character-
istics of the unlabeled data throughout training? As
well, the implications of these anomalies for the model.
In turn, what should we do to manage the negative
effects on performance?

You cannot conceive the response immediately, and
on the other hand, the intrinsic qualities can only be
understood by trial and error. Towards this goal, we
train the Wide ResNet-28-2 [30] for 300 epochs on
CIFAR-10 [22] data set with R! = 150. We also log
the values of numbers of each class in D** and R“
every 5 epochs.

Figure 2 exhibits the numbers of each class in D"
and RY evolving with the training step as the train-
ing is progressed. Clearly, it can be seen on the left
subfigure that the unlabeled data also suffers from im-
balanced nature. Aside from that, on the right sub-
figure, it is also interesting to point out that R is a
dynamic value, at different training steps. Understand-
ably, there is an imbalanced behavior in the unlabeled
data, with the exception that one might be curious as
to why R changes over time. Practically speaking,
this is also sensible, seeing as the model parameters
are in constant change throughout the training pro-
cess, so, accordingly, the pseudo-labels of each sample
will change as well.

5. Method

There is now time for us to formalize the issue of
imbalance in unlabeled data. As a matter of fact, the
literature on imbalance is full of potential solutions to
this issue. Work of interest in this regard appears in
the subsection 2.1. Below, we approach the problem
with a simple yet powerful approach. In fact, it is also
possible to combine this with other reweighting meth-
ods, if the dynamic reweighting feature can be incorpo-
rated. Be aware that solutions are numerous, but all

are designed to cope with the imbalance properties in
unlabeled data. To be more specific, we have been in-
spired by the concept of effective number, as developed
in [6]. This concept is defined as follows:

Definition 1 Effective Number for D*!. €. = (1 —
BN/ (1= ), where § = (N3 = 1)/Ng*.

where el represents the effective number (expected
volume) of class ¢ in labeled set. The above definition
states that e’ grows exponentially with N3!. Moreover,
B € [0,1) shapes the degree of this increase. Figure 3
presents the curve of the change in effective number
with 8. 8 =0 and 8 — 1 correspond to two extreme
cases. To be specific, § = 0 means that all samples
contribute equally, 5 — 1 is equivalent to reweighing
by inverse frequency of class numbers. It is possible to
strike a balance between these two scenarios by adapt-
ing the applicable 8 € [0,1) to various tasks and the
data sets.

Cui et al.[6] explained for this: With an increased
sample size, probably the new samples created will be
nearly similar to the already existing ones. Besides,
the neural networks are trained with a large amount of
data augmentation, such as random cropping, rescal-
ing and simple transformations, which are applied to
the input data. Under these circumstances, all aug-
mented examples are also considered to be identical to
the original examples. Moreover, on this basis, they
propose class-balanced loss for a couple of prototypi-
cal loss functions, such as cross-entropy loss function,
which can be written as:

_ 1 exp(y:)
Hy* 95 = —=1lo 2 . 7
e eég(ziwm@?> ™

where §*! = f(x*!;0). These conclusions, by the way,
only remain valid if the data are labeled. For unlabeled
data, we need to recalibrate the strategy to define the
effective number of samples. Also we extend the defi-
nition in Definition 1 to be given as follows:

Definition 2 Effective Number for D%%. e¥ = (1 —
BN /(1 = B), where B = (N5% —1)/ N5,

Building on this definition, likewise, we merge the
effective number into the loss function with regard to

the unlabeled data, namely Eq. (4). A little further,
one can readily write the following loss function

1 = 1 A A u
Ly, = 72 ejﬂ(yj 2 T)H(ypf(A(wj)?B))- (8)

j=1

We can temper the imbalance in unlabeled data by
tuning the value of 8 to cover imbalances of varying
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Figure 2: Exhibition on the dynamics of the numbers of each class in D" and R" over training iterations. The
left figure shows the pseudo number in each category as the epoch changes throughout the training process. The
figure on the right displays the change in the value of R* from epoch 50 to the end of the training period.
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Figure 3: Visualization of class-balanced term at differ-
ent values of 8 with changes in the number of samples

of the ground-truth class.

degrees. Plus, we mentioned that we earlier observed
that pseudo number N, 3% of each class is time-dynamic.
Hence accordingly, we would also dynamically compute
the value of . With labeled data, we similarly

employ the eﬁectlve number in Definition 1 to tackle
the imbalance. The difference, however, comes from
the observation that we have fired N3' here, without
any changes over time. To conclude, our overall loss
function is

=5 Z H(y!, f(a(2)); ) )

9
A e%n(@; > V(L. f(A):6). (10)

Jj=1

For the sake of greater visibility of our algorithm,
the entire algorithmic workflow is outlined in Appendiz.
So formal that we give the name of our method in
this paper to DRw (Dynamic Re-weighting for long-
tailed SSL)

5.1. Limitations

We found that the batch size needs to be large,
preferably with more labeled data in a batch that can
guide the learning of unlabeled data. A batch with
smaller size containing less labeled data than necessary
can not achieve this goal. Now we have a batch size of
64, and we found that a larger batch size yielded bet-
ter results, but required more iterations and consumed
more Mmemory.

6. Experiments

In this section, we first introduce the settings of the
data sets and baselines. Besides, we also give the im-
plementation details of the baseline methods and our
proposed methods in the appendiz. After that, we re-
port the main results of our proposed method on the
data set compared with the baselines. Moreover, we
have done some parameter studies and ablation stud-
ies of our approach. Furthermore, we also conduct the
experiment to compare with other typical re-weighting
methods, i.e. Focal loss. Finally, we give the visualiza-
tion of the loss values and the testing accuracy.

6.1. Data Sets and Baselines
6.1.1 Data Sets

In our experiments, we generated the long-tailed ver-
sion of CIFAR-10 [22] and CIFAR-100 [22] as semi-
supervised data sets. Specifically, just recall to our-
selves, before we denoted the number of the labeled
data for class c in the training set as N2, where ¢ €
{1,...,C} and C is the total number of classes. With-
out loss of generality, we assume that N©*' > ... > Né:l.
Besides, following [6, 20], we determine the number of
classes in the labeled set varying imbalance ratio R',
typically where R! > 1. That is, we set the data num-
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ber of class ¢ to N&' = N' - R'” =T, Naturally the
imbalance can be regulated by R!, thereby accessing
the extent to which the model generalizes. For un-
labeled data, likewise, we denote the number of class
¢ as N2" where ¢ € {1,...,C} and we assume that
Ny > ... > NZ". As the profile in [6, 20], we also
use a parameter R", where R* > 1, to control the im-
balance of unlabeled data in training set, which can be
denoted as N5 = Nt R~ &1, Here, we set Nt
and Ny to 1500 and 3000 respectively for CIFAR-
10, and to 150 and 300 for CIFAR-100. Besides, we
assume the labeled data and unlabeled data have the
same imbalance ratio, so that R' = R*, and the im-
balance ratio is set to 50, 100, 150 for CIFAR-10, and
10, 20 for CIFAR-100. In the testing stage, we use
the balanced accuracy (bACC) as the evaluation met-
ric. For the definition of bACC, we take binary classi-
fication as an example. bACC = 0.5(t,/Np + tn/Ny),
Acc = ((tp +tn)/(Np + Np)), N, and N,, are the num-
bers of positive and negative samples, while ¢, and ¢,,
are the numbers of true positive and true negative. In
the context of imbalanced classification, standard accu-
racy can be biased to the majority class, therefore bACC
is a better indicator. In addition, we report the mean
and standard deviation for our proposed methods, as
well as the baselines.

6.1.2 Baseline Methods

We compared our method with 1) Vanilla: The ba-
sic backbone model without any other techniques. 2)
Re-sampling [16]: A supervised learning method with
a re-balancing sampling strategy to make each class
equally sampled for training. 3) LDAM-DRW [3]:
A supervised learning re-balancing method with label-
distribution-aware margin loss to encourage larger mar-
gins for minority classes. 4) cRT [19]: A two stage
training approach to separately learn the representa-
tion and the classifier for long-tailed classification. 5)
VAT [29]: A SSL method with adversarial learning.
6) Mean-Teacher [39]: A SSL approach that uses
the ensemble of previous models’ weight to construct
the teacher model to generate targets for unlabeled
data. 7) MixMatch [2]: A SSL method that applies
mixup [49] for data augmentation. 8) FixMatch [37]:
A SSL approach with consistency regularization. 9)
DARP [20]: A SSL method for long-tailed learning
using by distribution aligning refinery approach. 10)
CReST [42]: A SSL method for long-tailed learning
by giving more confidence to pseudo-labels generated
from minority classes.

6.2. Main Results

Table 1 shows the main evaluation results of our
approach and the baselines on CIFAR-10 and CIFAR-
100 data sets. The results illustrate the superiority
of our proposed method over baselines. Specifically,
for the results on CIFAR-10 data set, our proposed
method achieves the best results under the balance ra-
tios of 50, 100 and 150, with the accuracy of 84.7%,
79.3% and 74.1% respectively, which outperforms the
second-best method FixMatch + CReST with the accu-
racy improvements of 0.8%, 1.9% and 1.3% under the
three balance ratios respectively. For the CIFAR-100
data set, our proposed approach also has the best per-
formance with the accuracy of 61.8% and 57.1%, un-
der the balance ratios of 10, 20 respectively. Compared
with FixMatch + DARP, the second-best method on
CIFAR-100, our method has the accuracy improve-
ments of 0.7% and 2.2% under the two balance ratios,
respectively. To further compare with CReST and show
the scalability of our method, we test the effectiveness
of our method by adding LA (Logit Adjustment) [28]
as in CReST. We show better performance again with
our approach.

We likewise desire to display the capabilities of our
approach on large-scale data sets. Akin to CReST, we
carry out experiments on ImageNet127 data set. Im-
ageNet127 consolidates the 1000 classes in ImageNet
into 127 classes. We stick to the same network struc-
ture, we shall employ instance-wise accuracy on the
imbalanced validation set as in CReST. Please note
iNaturalist and ImageNet-LT contain too few eram-
ples of minority classes to draw reliable conclusions.
ResNet50 is used as backbone in our experiment, we
also apply FixMatch as a fundamental method. 10%
of the training samples are marked as labeled data.
The results are listed in Table 2, it can be seen that
our approach also delivers superior performance.

6.3. Parameter Study

Figure 4a shows the results of the parameter study
of our proposed method. As it illustrates, each line
denotes the evaluation results of our method regard-
ing 3 under a fixed balance ratio R'. Furthermore, we
study the results of different balance ratios 50, 100,
and 150. From the results, we can see that under the
imbalance ratio of 50, our method achieves the best
performance when (3 is set to 0.999, and when the im-
balance ratio is set to 100 and 150, our method achieves
the best performance with 5 = 0.995. We recommend
that practitioners choose a larger beta if the § is ex-
tremely imbalanced, and a smaller 3 if the data is less
imbalanced. After determining a suitable range for 3,
we can use the grid search to find the best 8 on the
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Table 1: Comparison with advanced methods on two datasets, CIFAR-10 and CIFAR-100, under different im-

balanced ratio R'’s. SSL means whether the algorithm is
whether rebalancing techniques are used

a semi-supervised learning algorithm, and RB means

CIFAR-10 (R' = R%) CIFAR-100 (R' = R“)
Algorithm SSLORB “pi_50 RI=100 R=150 RI=10 R'=20
Vanilla - - 65.2+0.05  H8.8x0.13 55.6+0.43 55.910.12 49.5+0.03
Rc—sampling [16] - v 64.3+0.4s 55.8x0.47 52.240.05 54.6+0.05 48.140.17
LDAM-DRW [3] - \/ 68.9i0A07 62.8i0.17 57.9i().20 55.7i0,75 50.4i0.32
cRT [19] - v 67.8+0.13  63.2+0.45 59.3+0.10 56.2+0.36 50.7+o0.11
VAT [29) V- 706102  62.61040  57.9x042  54.6x006  48.5x0.10
Mean-Teacher [39] v - 68.8+1.05 60.9+0.33 54.5+0.22 54.1+0.13 48.2+0.13
MixMatch [2} \/ - 73.2+0.56 64.8+0.28 62.5+0.31 60.1+0.30 53.4+0.04
MixMatch + DARP [20] v - 7521047 67.9+0.14 65.8+0.52 60.940.24 54.8+0.27
MixMatch + CReST [42} v - 78.4+0.36 70.0+0.49 64.7+0.06 - -
MixMatch + CReST+ [42] v - 79.0+0.26 71.9+0.33 68.3+0.57 - -
ReMixMatch [1] v - 81.5+0.26 73.8+0.38 69.9+0.47 59.2+0.03 53.5+0.03
ReMixMatch + DARP [20] v - 82.1+0.14 75.8+0.09 71.0+0.27 59.8+0.20 54.4+0.07
FixMatch [37] \/ - 79.2+0.33 71.5+0.72 68.4+0.15 60.1x0.05 54.0+0.04
FixMatch + DARP [20] v - 81.8+0.24 75.5+0.05 70.4+0.25 61.1+0.23 54.9+0.05
FixMatch + CReST [42] v - 83.0+0.30 75.7+0.38 70.8+0.25 - -
FixMatch =+ CRGST+ [42} \/ - 83.9i0.14 77.4i0.36 72.8i0.58 - -
FixMatch + CReST+ LA [42] Ve - 85.6+0.36 81.2+0.70 76.5+0.40 - -
DRw v - 84.7+0.41 79.3 +oor 74.1 +0.54 61.8 +o029 57.1 +os3
DRw + LA v = 86.5+1056 82.4 r016 TT7.8 o4z 62.7 +osr 58.4 +o.19
—CIFAR-10R/=50 —CIFAR-10R/=100 — CIFAR-10R'=150 —CIFAR-100R=10 —CIFAR-100R' =20
) /\/ X //v
80 60
5 5
§ 75 2 58
70 56
Y 0.99 0.995 0.999 0.9995 0.9999 54
: ) ) ) ) ) 0.9 0.99 0.995 0.999 0.9995 0.9999
B
(a) (b)

Figure 4: Visualization of the change in accuracy with 8 for both CIFAR-10 and CIFAR-100 data sets.

validation data set within this range.

6.4. Compare with Focal Loss

To compare our method with other re-weighting
methods, we also conduct experiments with a typi-
cal re-weighting method Focal loss [26] on CIFAR-10
data set. The Focal loss can be denoted as Lfocar =
—a(l—19)7"log g, where § denotes outputs of the model
produced by a softmax activation function. « and ~y are
the hyperparameters to re-weight the positive and neg-

ative samples. In our experiments of Focal loss, we fix
« to 1.0 and adjust v with 1 and 2. Table 3 shows the
results of Focal loss compared with our method. We
can see that our method outperforms Focal loss signif-
icantly under different settings with varying imbalance
ratios.

6.5. Ablation Study

To evaluate the impacts of different re-weighting
strategies, we construct the following variants of our
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Figure 5: (a) Visualization of training loss of labeled and unlabeled data sets on CIFAR-10 data set. (b) Visu-
alization of testing loss and accuracy of unlabeled data set on CIFAR-10 data set. We start performing dynamic

re-weighting for unlabeled data from epoch 200

Table 2: Experimental result on ImageNet127 data set,
10% of the training samples are marked as labeled data.
ResNet-50 is used as the backbone model.

Data set

FixMatch 65.8
CReST+ 73.3
DRw 75.2

Accuracy

Table 3: Comparison with the classical method Focal
Loss on the CIFAR-10 data set, with different imbal-
ance coefficients R!.

CIFAR-10
Algorithm R =50 R — 100 Rl = 150
y=1 7=2 =1 =2 ~v=1 =2

Focalloss “go1 780 736 712 688 660
DRw 84.7 79.3 74.1

method: 1) None Re-weighting (NRw): a vari-
ant without any re-weighting strategy. 2) Fixed
Re-weighting for Labeled Data (FRwL): a vari-
ant with fixed re-weighting strategy for labeled data.
3) Fixed Re-weighting for Unlabeled Data
(FRwU): a variant with fixed re-weighting strategy
for unlabeled data. 4) Fixed Re-weighting for Both
Labeled and Unlabeled Data (FRwLU): a variant
with fixed re-weighting strategy for both labeled and
unlabeled data. 5) Dynamic Re-weighting (DRw):
our proposed dynamic re-weighting method that uses
fixed re-weighting for labeled data and dynamic re-
weighting for unlabeled data.

Table 4 shows the evaluation results of the vari-

Table 4: The strength of variants of our method.

CIFAR-10 (R'=RY) CIFAR-100 (R'=R")

Variants “pi_s) Ri=100 RI=150 R'=10  R'=20
NRw 818 755 704 611 54.9
FRwL 828 762 715 60.6 55.2
FRwU 815 758 713 608 54.9
FRwLU 821  77.0 707 613 54.8
DRw 847 793 741 618 57.1

ants methods on CIFAR-10 and CIFAR-100 data set.
The results illustrate that our proposed DRw achieves
the best performance compared with fixed re-weighting
and none re-weighting variants.

6.6. Visualization on Loss Values and Accuracy

Figure 5a shows the loss values of both labeled and
unlabeled data regarding training epochs on CIFAR-
10. From the figure, we can see that the training loss
of unlabeled data decreases significantly at epoch 200.
Figure 5b illustrates the testing loss and testing ac-
curacy regarding training epochs on CIFAR-10. The
testing loss has a significant decrease while the testing
accuracy shows an obvious increase at epoch 200.

7. Conclusion

We propose a Dynamic Re-weighting method called
DRw for long-tailed semi-supervised method. More
specifically, we apply a fixed re-weighting method for
labeled data. While for unlabeled data, instead, we
propose to utilize the dynamic re-weighting scheme to
tackle the temporal variation problem of pseudo-labels,
which brings a new solution to this task. Further, we
conduct extensive experiments on CIFAR-10, CIFAR-
100 and ImageNet127 data sets, the results show the
superiority of DRw over existing methods.
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