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Abstract

Transformers have shown great promise in medical image segmentation due to their ability to capture long-range dependencies through self-attention. However, they lack the ability to learn the local (contextual) relations among pixels. Previous works try to overcome this problem by embedding convolutional layers either in the encoder or decoder modules of transformers thus ending up sometimes with inconsistent features. To address this issue, we propose a novel attention-based decoder, namely CASCaded Attention DEcoder (CASCADE), which leverages the multi-scale features of hierarchical vision transformers. CASCADE consists of i) an attention gate which fuses features with skip connections and ii) a convolutional attention module that enhances the long-range and local context by suppressing background information. We use a multi-stage feature and loss aggregation framework due to their faster convergence and better performance. Our experiments demonstrate that transformers with CASCADE significantly outperform state-of-the-art CNN- and transformer-based approaches, obtaining up to 5.07% and 6.16% improvements in DICE and mIoU scores, respectively. CASCADE opens new ways of designing better attention-based decoders.

1. Introduction

Medical image segmentation is one of the critical steps in pre-treatment diagnoses, treatment planning, and post-treatment assessments of various diseases. Medical image segmentation can be formulated as a dense prediction problem which performs pixel-wise classification and creates segmentation maps of lesions or organs. Convolutional neural networks (CNNs) have been widely used for medical image segmentation tasks [24, 37, 15, 22, 23, 10]. Specifically, UNet [24] has shown remarkable performance in medical image segmentation due to producing high-resolution segmentation maps aggregating multi-stage features using skip connections. Due to the sophisticated encoder-decoder architecture of UNet, a few variants of UNet, such as UNet++ [37], UNet 3+ [15], DC-UNet [22] have demonstrated impressive performance in medical image segmentation. Despite the satisfactory performance of CNN-based methods, they have limitations in learning the long-range dependencies among pixels due to the spatial context of the convolution operation [2]. To overcome this limitation, some works [23, 6, 10] incorporate attention modules in their architectures to enhance the feature map for better pixel-level classification of medical images. Although these attention-based methods achieve improved performance (due to capturing salient features), they still suffer from capturing insufficient long-range dependencies.

The recent progress in vision transformers [9] overcomes the above limitation in capturing long-range dependencies, particularly for medical image segmentation [3, 2, 8, 30]. Transformers rely on an attention-based network architecture; they were first introduced for sequence-to-sequence prediction in natural language processing (NLP) [28]. Transformers use self-attention to learn correlations among all the input tokens that enable them to capture long-range dependencies. Following the success of transformers in NLP, the vision transformer [9] divides an image into non-overlapping patches which are fed into the transformer module with positional embeddings. More recently, hierarchical vision transformers, such as Swin transformer [20] with window-based attention and pyramid vision transformer (PVT) [31] with spatial reduction attention have been introduced to reduce the computational costs. These hierarchical vision transformers are effective for medical image segmentation tasks [2, 8, 30]. However, the self-attention used in transformers limits their ability to learn local (contextual) relations among pixels [7, 16].

Recently, SegFormer [35], UFormer [33] and PVTv2 [32] try to overcome this limitation by embedding convolution layers in transformers. Although these architectures can partly learn the local (contextual) relations among pixels, they i) have limited discrimination ability due to embedding convolution layer directly between fully-connected layers of the feed-forward network, and ii) do not properly aggregate the multi-stage features generated by the hierarchical encoder. Considering these issues, we introduce a novel CASCaded Attention DEcoder (CASCADE) which
leverages the hierarchical representation of vision transformers. CASCADE fuses (with skip connections) and refines features using attention gates (AGs) and convolutional attention modules (CAMs), respectively. Due to using hierarchical transformers as a backbone network and aggregating multi-stage features using attention-based convolutional modules, CASCADE captures both global and local (contextual) relationships among pixels. Our contributions are summarized as follows:

• **Novel Network Architecture:** We introduce a novel hierarchical cascaded attention-based decoder (CASCADE) for 2D medical image segmentation which takes advantage of the multi-stage feature representation of vision transformers while learning multi-scale and multiresolution spatial representations. We build our decoder using a novel convolutional attention module which suppresses unnecessary information. Additionally, we incorporate skip connections with attention-gated fusion which also suppresses irrelevant regions and highlights salient features. To the best of our knowledge, we are the first to propose this type of decoder for medical image segmentation.

• **Multi-stage Loss Optimization and Feature Aggregation:** We aggregate and optimize multiple losses from different stages of the hierarchical decoder. Our empirical analysis shows that multistage loss enables faster convergence of models accuracy and improves decoder performance. We also produce the final segmentation map incorporating multi-resolution features which puts more confidence on salient features.

• **Versatile and Improved Performance:** We empirically show that CASCADE can be used with any hierarchical vision encoder (e.g., PVT [32], TransUNet [3]) while significantly improving the performance of 2D medical image segmentation. When compared against multiple baselines, CASCADE produces new state-of-the-art (SOTA) results on ACDC, Synapse multi-organ, and Polyp segmentation benchmarks.

2. Related Work

We divide the related work into three parts, i.e., vision transformers, attention mechanisms, and medical image segmentation; these are described next.

2.1. Vision transformers

Dosovitskiy et al. [9] first introduce the vision transformer (ViT), which achieves outstanding performance due to capturing long-range dependencies among the pixels. While early vision transformers were computationally expensive, recent works have tried to further enhance ViT in several ways. Touvron et al. [27] introduce DeiT which tries to minimize the computational cost for ViT using data-efficient training strategies. Liu et al. [20] develop the Swin transformer using a sliding window attention mechanism. In SegFormer, Xie et al. [35] introduce a Mix-FFN module for encoding better positional information and an efficient self-attention mechanism for reducing the computational costs. SegFormer is also a hierarchical transformer where image patches are merged to preserve the local continuity among patches. Wang et al. [31] propose a pyramid vision transformer (PVT) where the computational cost is reduced using a spatial reduction attention mechanism. In PVTv2, Wang et al. [32] improve the performance of PVT by incorporating a linear complexity attention layer, an overlapping patch embedding, and a convolutional feed-forward network.

Although vision transformers have shown excellent promise, their performance is limited when trained on small datasets. This limitation makes the transformers difficult to train for applications like medical image segmentation with small amounts of data. We try to overcome this limitation by using pretrained transformer backbones in large datasets (like ImageNet); indeed, previous studies [8, 30] have found that pretrained transformer weights on other non-medical large datasets boost the performance of medical image segmentation tasks.

2.2. Attention mechanisms

Oktay et al. [23] introduce a low-cost attention gate module for U-shaped architectures to fuse features with skip-connections; this helps the model focus on the relevant information in the image. Chen et al. [6] propose a reverse attention module to explore the missing detail information which results in high resolution and accurate outputs. Hu et al. [14] introduce a squeeze-and-excitation block using global average-pooled features to compute channel attention; this identifies the important feature maps for learning and then enhances them. Although channel attention can identify which feature map to focus on, it lacks the ability to identify where to focus. To supplement the channel attention block, Chen et al. [4] propose a spatial attention block to better focus on a feature map. Woo et al. [34] introduce a convolutional block attention module (CBAM) utilizing both channel and spatial attention to capture where and on which feature to focus in a feature map. Their experiments show that channel attention followed by spatial attention produces the best results.

Due to the additive advantage of CBAM with negligible overhead, we incorporate channel attention followed by spatial attention in our CAM. The CAM differs from CBAM in the design of the block itself and in how the blocks are used. Firstly, our CAM consists of channel attention, spatial attention, and a convolutional block, while CBAM consists of only channel attention and spatial at-
Figure 1. PVT-CASCADE network architecture. (a) PVTv2-b2 Encoder backbone with four stages, (b) CASCADE decoder, (c) Attention gate (AG), (d) Convolutional attention module (CAM), (e) Channel attention (CA), (f) Spatial attention (SA), (g) ConvBlock, (h) UpConv. X1, X2, X3, and X4 are the output features of the four stages of hierarchical encoder backbones. p1, p2, p3, and p4 are output feature maps from four stages of our decoder.

2.3. Medical image segmentation

Medical image segmentation is a dense prediction task that classifies the pixels of organs or lesions in a given medical image (e.g., CT, MRI, endoscopy, OCT, etc.) [3, 8]. UNet [24] and its variants [37, 15, 22, 23] are widely used in medical image segmentation tasks because of their better performance and sophisticated architecture. UNet [24] is an encoder-decoder architecture where features from the encoder are aggregated with upsampled features of the decoder using skip connections to produce high-resolution segmentation maps. Zhou et al. [37] introduce UNet++ where the encoder-decoder sub-networks are linked using nested and dense skip connections. Huang et al. [15] propose UNet 3+ utilizing full-scale skip connections including intra-connections among the decoder blocks. Lou et al. [22] introduce a dual channel UNet (DC−UNet) architecture that utilizes the multi-resolution convolution block and residual path in skip connections. Following the progress of computer vision, the ResNet architecture [13] has been generally adopted as the backbone for medical image segmentation. The pyramid pooling and dilated convolution [5] are also used for lesion and organ segmentation [12, 11].

Nowadays, transformer-based methods have also shown great success in medical image segmentation [3, 2, 19, 8, 30]. Chen et al. [3] proposed TransUNet which uses a hybrid CNN−transformer encoder to capture long-range dependencies and a cascaded CNN upsampler as a decoder to capture local contextual relations among pixels. In contrast, we propose a new attention-based cascaded decoder which shows a significant performance boost when used on top of the encoder. Li et al. [19] introduce TFCNs by combining transformer and fully convolutional DenseNet to propagate semantic features and filter out non-semantic features. Cao et al. [2] proposed Swin-Unet, which is a pure transformer architecture based on Swin transformer [20]. Swin-Unet uses transformers in both the encoder and decoder, which does not lead to performance improvement.

3. Method

We first introduce the transformer backbones and our proposed CASCADE decoder. We then describe two different transformer-based architectures (TransCASCADE and PVT-CASCADE) incorporating our proposed decoder.

3.1. Transformer backbones

To ensure enough generalization and multi-scale feature processing abilities for medical image segmentation, we use the pyramid transformer, as well as the hybrid CNN-transformer (instead of only CNN) as the encoder. Specifically, we adopt the encoder design of PVTv2 [32] (Figure 1(a)) and TransUNet [3]. PVTv2 uses the convolution operation instead of the patch embedding module of the traditional transformer to consistently capture the spatial information. TransUNet utilizes a transformer on top of CNN to capture both global and spatial relationships among features. Our proposed decoder is flexible and easy to adopt with other hierarchical backbone networks.

3.2. CASCaded Attention DEcoder (CASCADE)

Existing transformer-based models have limited (local) contextual information processing ability among pixels. As a result, the transformer-based model faces difficulties in locating the more discriminating local features. To address this issue, we propose a novel attention-based cascaded multi-stage feature aggregation decoder, CASCADE, for pyramid features.

As shown in Figure 1(b), CASCADE consists of the UpConv block to upsample the features, the AG for cascaded feature fusion, and the CAM to robustly enhance the feature maps. We have four CAM blocks for the four stages of pyramid features from the encoder backbone and three AGs for three skip connections. To aggregate the multi-scale features, we first combine the upsampled features from the previous decoder block with the features from the skip connections using AG. Then, we concatenate the fused features with the upsampled features from the previous layer. Afterward, we process the concatenated features using our CAM module for pixel grouping and suppressing background information using both channel and spatial attention. Finally, we send the output from each CAM layer to a prediction head and aggregate four different predictions to produce the final segmentation map.

3.2.1 Attention gate (AG)

AGs are used to progressively suppress features in irrelevant background regions by adopting a grid-attention technique where the gating signal is based on the spatial information of the image [23]. More specifically, the gating signal used to aggregate each skip connection fuses the multi-stage features which increase the spatial resolution of the query signal. Like Attention UNet [23], we use additive attention to obtain the gating coefficient because of its better performance compared to multiplicative attention. The additive attention gate $AG(\cdot)$ is given in Equations 1 and 2:

$$q_{att}(g, x) = \sigma_1(BN(C_g(g) + BN(C_x(x))))$$

$$AG(g, x) = x \ast \sigma_2(BN(C(q_{att}(g, x))))$$

where $\sigma_1(\cdot)$ and $\sigma_2(\cdot)$ correspond to ReLU and Sigmoid activation function, respectively. $C_g(\cdot)$, $C_x(\cdot)$, and $C(\cdot)$ represent channel-wise $1 \times 1$ convolution operation. $BN(\cdot)$ is the batch normalization operation. $g$ and $x$ are the upsampled and skip connection features, respectively.

3.2.2 Convolutional attention module (CAM)

We use the convolutional attention modules to refine the feature maps. CAM consists of a channel attention [14] ($CA(\cdot)$), a spatial attention [4] ($SA(\cdot)$), and a convolutional block ($ConvBlock$) as in Equation 3:

$$CAM(x) = ConvBlock(SA(CA(x)))$$

where $x$ is the input tensor and $CAM(\cdot)$ represents the convolutional attention module.

Channel Attention (CA): Channel attention identifies which feature maps to focus on (and then refine them). The channel attention $CA(\cdot)$ is defined using Equation 4:

$$CA(x) = \sigma_2(C_2(\sigma_1(C_1(P_m(x)))) + C_2(\sigma_1(C_1(P_a(x)))) \odot x$$

where $\sigma_2(\cdot)$ is the Sigmoid activation. $P_m(\cdot)$ and $P_a(\cdot)$ denote adaptive maximum pooling and adaptive average pooling, respectively. $C_1(\cdot)$ is a convolutional layer with $1 \times 1$ kernel size to reduce the channel dimension 16 times. $\sigma_1(\cdot)$ is a ReLU activation layer and $C_2(\cdot)$ is another convolutional layer to recover the original channel dimension. $\odot$ is the Hadamard product.

Spatial Attention (SA): Spatial attention determines where to focus in a feature map and then enhances those features. The spatial attention $SA(\cdot)$ is given in Equation 5:

$$SA(x) = \sigma(C(C_m(x) + C_a(x))) \odot x$$

where $\sigma(\cdot)$ is a Sigmoid activation function. $C_m(\cdot)$ and $C_a(\cdot)$ represent the maximum and average values obtained along
the channel dimension, respectively. \( C(\cdot) \) is a 7 \times 7 convolutional layer with padding 3 to enhance spatial contextual information (as in [8]).

**ConvBlock**: The ConvBlock is used to further enhance the features generated using our CA and SA operations. ConvBlock consists of two 3 \times 3 convolution layers each followed by a batch normalization layer and a ReLU activation layer. \( \text{ConvBlock}(\cdot) \) is formulated as Equation 6:

\[
\text{ConvBlock}(x) = \sigma(BN(C(\sigma(BN(C(x))))))
\]

where \( \sigma \) is the ReLU activation layer, \( BN(\cdot) \) represents batch normalization, and \( C(\cdot) \) is a 3 \times 3 convolution layer.

### 3.2.3 UpConv

UpConv progressively upsamples the features of the current layer to match the dimension to the next skip connection. Each UpConv layer consists of an UpSampling \( UP(\cdot) \) with scale-factor 2, a 3 \times 3 convolution \( \text{Conv}(\cdot) \), a batch normalization \( BN(\cdot) \), and a ReLU activation layers. The \( \text{UpConv}(\cdot) \) can be formulated as Equation 7:

\[
\text{UpConv}(x) = \text{ReLU}(BN(Conv(Up(x))))
\]

### 3.3. Multi-stage loss and feature aggregation

We use four prediction heads for the four stages of hierarchical encoders. We compute the final prediction map using additive aggregation as in Equation 8:

\[
\text{output} = w \times p1 + x \times p2 + y \times p3 + z \times p4
\]

where \( p1, p2, p3, \) and \( p4 \) are the feature maps of four prediction heads, and \( w, x, y, \) and \( z \) are the weights for individual prediction heads. In our experiments, we set all \( w, x, y, \) and \( z \) to 1.0. We get the final prediction output by applying the Sigmoid activation for binary segmentation and Softmax for multi-class segmentation tasks. Besides, we introduce TransCASCASCADE architecture by adopting the backbone encoder network of TransUNet. We follow similar steps in our TransCASCASCADE architecture. These two architectures achieve SOTA performance on Synapse multi-organ segmentation, ACDC, and several polyp segmentation benchmarks. Details are given in the experimental section.

### 4. Experiments

In this section, we first compare the results of our proposed CASCADE decoder with SOTA methods to demonstrate the superiority of our proposed method. Then, we carry out ablation studies to evaluate the effectiveness of our CASCADE decoder.

#### 4.1. Datasets and evaluation metrics

**Synapse multi-organ dataset.** The Synapse multi-organ dataset\(^1\) has 30 abdominal CT scans with 3779 axial contrast-enhanced abdominal CT images. Each CT scan consists of 85-198 slices of 512 \times 512 pixels, with a voxel spatial resolution of \((0.54-0.54) \times (0.98-0.98) \times (2.5-5.0)) mm^3.\) Following TransUNet [3], we divide the dataset randomly into 18 scans for training (2212 axial slices), and 12 for validation. We segment 8 anatomical structures, such as aorta, gallbladder (GB), left kidney (KL), right kidney (KR), liver, pancreas (PC), spleen (SP), and stomach (SM).

**ACDC dataset.** The ACDC dataset\(^2\) consists of 100 cardiac MRI scans collected from different patients. Each scan contains three organs, right ventricle (RV), left ventricle (LV), and myocardium (Myo). Following TransUNet [3], we use 70 cases (1930 axial slices) for training, 10 for validation, and 20 for testing.

**Polyp datasets.** CVC-ClinicDB [1] contains 612 images, which are extracted from 31 colonoscopy videos. Kvasir includes 1,000 polyp images, which are collected from the polyp class in the Kvasir-SEG dataset [17]. Following the settings in PraNet [10], we adopt the same 900 and 548 images from CVC-ClinicDB and Kvasir datasets as the training set, and the remaining 64 and 100 images are employed as the respective testsets. To evaluate the generalization performance, we test the model on three unseen datasets, namely EndoScene [29], ColonDB [26], and ETIS-LaribDB [25]. These three testsets are collected

\(^1\)https://www.synapse.org/
\(^2\)https://www.creatis.insa-lyon.fr/Challenge/acdc/
### Table 1. Results of Synapse multi-organ segmentation. Only DICE scores are reported for individual organs. R50+UNet and R50+AttnUNet adopt a pre-trained ResNet50 backbone network. We reproduce the results of UNet, AttnUNet, SSFormerPVT, PolypPVT, TFCNs, TransUNet, and SwinUNet with the default experimental settings of TransUNet. ↑ denotes higher the better, ↓ denotes lower the better. All CASCADE results are averaged over five runs. The best results are in bold.

<table>
<thead>
<tr>
<th>Architectures</th>
<th>Average</th>
<th>Aorta</th>
<th>GB</th>
<th>KL</th>
<th>KR</th>
<th>Liver</th>
<th>PC</th>
<th>SP</th>
<th>SM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DICE↑</td>
<td>HD95↓</td>
<td>mIoU↑</td>
<td>ASD↓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UNet [24]</td>
<td>70.11</td>
<td>44.69</td>
<td>59.39</td>
<td>14.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AttnUNet [23]</td>
<td>71.70</td>
<td>34.47</td>
<td>61.38</td>
<td>10.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R50+UNet [3]</td>
<td>74.68</td>
<td>36.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R50+AttnUNet [3]</td>
<td>75.57</td>
<td>36.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSFormerPVT [30]</td>
<td>78.01</td>
<td>25.72</td>
<td>67.23</td>
<td>4.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PolypPVT [8]</td>
<td>78.08</td>
<td>25.61</td>
<td>67.43</td>
<td>4.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFCNs [19]</td>
<td>77.61</td>
<td>26.9</td>
<td>67.32</td>
<td>4.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TransUNet [3]</td>
<td>77.58</td>
<td>27.32</td>
<td>66.88</td>
<td>4.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SwinUNet [2]</td>
<td>81.06</td>
<td>20.23</td>
<td>70.88</td>
<td>3.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PVT-CASCADE (Ours)</td>
<td>82.68</td>
<td>17.34</td>
<td>73.48</td>
<td>2.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TransCASCADE (Ours)</td>
<td>91.63</td>
<td>89.14</td>
<td>90.25</td>
<td>95.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Results on ACDC dataset. DICE scores are reported for individual organs. We reproduce the results of SwinUNet. All CASCADE results are averaged over five runs.

<table>
<thead>
<tr>
<th>Architectures</th>
<th>Avg DICE</th>
<th>RV</th>
<th>Myo</th>
<th>LV</th>
</tr>
</thead>
<tbody>
<tr>
<td>R50+UNet [3]</td>
<td>87.55</td>
<td>87.10</td>
<td>80.63</td>
<td>94.92</td>
</tr>
<tr>
<td>R50+AttnUNet [3]</td>
<td>86.75</td>
<td>87.58</td>
<td>79.20</td>
<td>93.47</td>
</tr>
<tr>
<td>ViT+CUP [3]</td>
<td>81.45</td>
<td>81.46</td>
<td>70.71</td>
<td>92.18</td>
</tr>
<tr>
<td>R50+ViT+CUP [3]</td>
<td>87.57</td>
<td>86.07</td>
<td>81.88</td>
<td>94.75</td>
</tr>
<tr>
<td>TransUNet [3]</td>
<td>89.71</td>
<td>86.67</td>
<td>87.27</td>
<td>95.18</td>
</tr>
<tr>
<td>SwinUNet [2]</td>
<td>88.07</td>
<td>85.77</td>
<td>84.42</td>
<td>94.03</td>
</tr>
<tr>
<td>PVT-CASCADE (Ours)</td>
<td>91.46</td>
<td>88.9</td>
<td>89.97</td>
<td>95.50</td>
</tr>
<tr>
<td>TransCASCADE (Ours)</td>
<td>91.63</td>
<td>89.14</td>
<td>90.25</td>
<td>95.50</td>
</tr>
</tbody>
</table>

### Synapse Multi-organ dataset.
Following TransUNet [3], we use a batch size of 24 and train each model maximum of 150 epochs. We use the input resolution and patch size P as $224 \times 224$ and $16$, respectively. We employ random flipping and rotation for data augmentation. The combined cross-entropy and DICE loss are used as the loss function.

### ACDC dataset.
For the ACDC dataset, we train each model for a maximum of 150 epochs with a batch size of 12. We set the input resolution and patch size P as $224 \times 224$ and 16, respectively. Random flipping and rotation are applied for data augmentation. We use the combined cross-entropy and DICE loss function.

### Polyp datasets.
Following Polyp-PVT [8], we use a batch size of 16 and train each model maximum of 100 epochs. We resize the image to $352 \times 352$ and use a similar multi-scale training strategy with a gradient clip limit of 0.5 as Polyp-PVT. We use the combined weighted IoU and weighted BCE loss function.

### 4.3. Results

We compare our architectures (i.e., PVT-CASCADE and TransCASCADE) with SOTA CNN and transformer-based segmentation methods on Synapse Multi-organ, ACDC, and Polyp (i.e., EndoScene, CVC-ClinicDB, Kvasir, ColonDB, ETIS-LaribDB) datasets. More results are available in the supplementary materials.

### 4.3.1 Experimental results on Synapse dataset

We demonstrate the performance of different CNN and transformer-based methods in Table 1. As shown in Table 1, transformer-based models have superior performance compared to CNN-based models. Our proposed CASCADE decoder improves the average DICE, mIoU, and HD95.
Table 3. Results on polyp segmentation datasets. Training on combined Kvasir [17] and CVC-ClinicDB [1] trainset. The results of UNet, UNet++, and PraNet are taken from [10]. We reproduce the results of PolypPVT, SSFormerPVT, and UACANet using their public source code with default settings. All PVT-CASCADE results are averaged over five runs. The best results are in bold.

<table>
<thead>
<tr>
<th>Components</th>
<th>EndoScene</th>
<th>CVC-ClinicDB</th>
<th>Kvasir</th>
<th>ColonDB</th>
<th>ETIS-LaribDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cascaded</td>
<td>AG</td>
<td>CAM</td>
<td>DICE</td>
<td>mIoU</td>
<td>DICE</td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>No</td>
<td>88.41</td>
<td>81.47</td>
<td>91.82</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>89.11</td>
<td>82.32</td>
<td>93.54</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>89.25</td>
<td>82.57</td>
<td>93.61</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>89.39</td>
<td>82.79</td>
<td>93.88</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>90.47</td>
<td>83.79</td>
<td>94.34</td>
</tr>
</tbody>
</table>

PVT-CASCADE (Ours) | 90.47 | 83.79 | 94.34 | 89.98 | 92.58 | 87.76 | 82.54 | 74.53 | 80.07 | 72.58

Table 4. Quantitative results of different components of CASCADE with PVT-v2-b2 backbone. Training on combined Kvasir and CVC-ClinicDB trainset and testing on five testsets (i.e., Endoscene, CVC-ClinicDB, Kvasir, ColonDB, ETIS-LaribDB). All results are averaged over five runs. The best results are in bold.

<table>
<thead>
<tr>
<th>Components</th>
<th>EndoScene DICE</th>
<th>CVC-ClinicDB DICE</th>
<th>Kvasir DICE</th>
<th>ColonDB DICE</th>
<th>ETIS-LaribDB DICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVT-CASCADE</td>
<td>90.47</td>
<td>83.79</td>
<td>94.34</td>
<td>89.98</td>
<td>92.58</td>
</tr>
<tr>
<td>Improve SSFormerPVT</td>
<td>1.01</td>
<td>1.11</td>
<td>1.46</td>
<td>1.71</td>
<td>1.47</td>
</tr>
<tr>
<td>Improve PolypPVT</td>
<td>1.76</td>
<td>1.9</td>
<td>1.26</td>
<td>1.17</td>
<td>1.35</td>
</tr>
</tbody>
</table>

4.3.2 Experimental results on ACDC dataset

We evaluate the performance of our method on the MRI images of the ACDC dataset. Table 2 presents the average DICE scores of our PVT-CASCADE and TransCASCADE along with other SOTA methods. Our TransCASCADE achieves the highest average DICE score of 91.63% improving about 2% over TransUNet though we share the same encoder. Our PVT-CASCADE gains 91.46% DICE score which is also better than all other methods. Besides, our TransCASCADE has an improvement of 2.5 - 3% DICE score in challenging organs RV and Myo segmentation.

4.3.3 Experimental results on Polyp datasets

We evaluate the performance and generalizability of our CASCADE decoder on five different polyp segmentation test sets among which three are completely unseen datasets collected from different labs. Table 3 displays the DICE and mIoU scores of SOTA methods along with our CASCADE decoder. From Table 3, we can show that CASCADE significantly outperforms all other methods achieving 2.04 - 3.2% and 2.5 - 3.9% improvement in DICE and mIoU scores in unseen test sets over the previous best model using the same pre-trained transformer backbone. It is noteworthy that CASCADE outperforms the best CNN-based model UACANet by a large margin on unseen datasets (i.e., 16.2% and 10% DICE score improvement in ETIS-LaribDB and ColonDB, respectively). Therefore, we can conclude that due to using transformers as a backbone network and our attention-based CASCADE decoder, PVT-CASCADE inherits the merits of transformers, CNNs, and attentions which makes them highly generalizable for unseen datasets.
Figure 2. CASCADE vs. Cascaded Upsampler (CUP) features. First and second rows present CASCADE and CUP features, respectively. We put only the similar layers feature for our CASCADE decoder for fair comparisons. Layers are numbered based on their corresponding transformer layer number. In both cases, we use the ImageNet pretrained PVTv2-b2 backbone as the encoder.

Figure 3. Multi-stage loss and output aggregation vs. single loss and output. We plot the average DICE scores of five testsets (i.e., Endoscope, CVC-ClinicDB, Kvasir, ColonDB, ETIS-LaribDB) vs. # epochs in six different loss and output aggregation settings.

4.4. Ablation study

Effective enhancement/refinement of features. We visualize the features of our CASCADE, as well as Cascaded Upsampler (CUP) [3] in Figure 2. We compute the average of all channels in the feature map and then produce the heatmap using OpenCV-Python. It is evident from Figure 2 that the attention mechanism used in our CASCADE helps identify, enhance, and group the pixels better than CUP.

Effectiveness of different parts of CASCADE. We carry out ablation studies on the Polyp datasets to evaluate the effectiveness of the different components of our proposed CASCADE decoder. We use the same PVTv2-b2 backbone pre-trained on ImageNet and the same experimental settings for polyp datasets in all experiments. We remove different modules such as AGs and CAM from the CASCADE decoder and compare the results. It is evident from the Table 4 that the cascaded structure of the decoder improves performance over the non-cascaded decoder. AG and CAM modules also help improve performance. However, the use of both AG and CAM modules produces the best performance in all test datasets.

Faster learning of multi-stage loss and output fusions. We add the loss and output from four stages of our CASCADE decoder to get the overall loss and final segmentation map. Figure 3 plots the average DICE score across five datasets for each epoch. The graph contains six different loss and output aggregation settings such as "1-loss, 1-output", "1-loss, 4-output", "4-loss, 1-output", "4-loss (add), 4 output", "4-loss (avg), 4 output", and "1-loss, 1-output with learning rate 4e-4". It is evident from the graph that "4-loss (add), 4 output" and "4-loss (avg), 4 output" achieve 74 - 75% DICE scores in the first epoch, and these settings gain more than 82% DICE score within 5 epochs. On the other hand, other losses and output aggregations have a DICE score of around 35 - 53%, and these settings achieve 71% DICE score within 5 epochs. We can also see from the graph that "4-loss (add), 4 output" shows the best performance, achieving 84.67% average DICE score. Therefore, we can conclude that aggregation of multi-stage loss and output leverages multi-scale features that help to produce accurate and high-resolution segmentation outputs.

5. Conclusion

In this paper, we have proposed a novel attention-based decoder for hierarchical feature aggregation, which has robust generalization and learning ability; these are crucial for medical image segmentation. We believe that CASCADE has great potential to improve deep learning performance in other medical image segmentation tasks. Moreover, experiments demonstrate that CASCADE effectively enhances transformer features and incorporates spatial relationships among pixels (e.g., improves baseline TransUNet by 5.07% DICE and 6.16% mIoU in Synapse Multi-organ segmentation). Experimental results demonstrate that CASCADE can locate the organs or lesions well (e.g., improves HD95 score by 9.56) due to using attention in the decoding process. Therefore, our decoder can be further used to enhance the transformer feature for general computer vision and highly generalizable medical applications.
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