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Abstract

Depth completion is the task of generating dense depth
images from sparse depth measurements, e.g., LIDARs. Ex-
isting unguided approaches fail to recover dense depth im-
ages with sharp object boundaries due to depth bleeding,
especially from extremely sparse measurements. State-of-
the-art guided approaches require additional processing for
spatial and temporal alignment of multi-modal inputs, and
sophisticated architectures for data fusion, making them
non-trivial for customized sensor setup. To address these
limitations, we propose an unguided approach based on U-
Net that is invariant to sparsity of inputs. Boundary consis-
tency in reconstruction is explicitly enforced through aux-
iliary learning on a synthetic dataset with dense depth and
depth contour images as targets, followed by fine-tuning on
a real-world dataset. With our network architecture and
simple implementation approach, we achieve competitive
results among unguided approaches on KITTI benchmark
and show that the reconstructed image has sharp bound-
aries and is robust even towards extremely sparse LiDAR
measurements.

1. Introduction

Depth completion is a popular topic in the automobile
industry and robotics community, especially in the field
of SLAM [29], object detection [3, 15, 42], segmenta-
tion [28, 50, 52], etc. It aims at recovering missing depth
values in sparse measurements. Modern sensors such as IR
depth cameras and stereo camera modules directly provide
dense depth images. However, they are not suitable for long
range applications, and their performance significantly de-
teriorates in low-light conditions making them unsuitable
for outdoor environment. Conventional LiDARs, on the
other hand, excel in this area with capability to scan the en-
vironment up to around 200m, although with limited verti-
cal and horizontal resolution due to mechanical constraints.
With advances in sensor technology, coherent MEMs-based
LiDAR systems [6, 19, 48] provide better distance resolu-

Step 1: Auxiliary training on synthetic dataset (source domain)
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Figure 1: SIUNet is trained in two stages, i.e., auxiliary
learning followed by transfer learning. Depth contour im-
ages are generated from synthetic dataset and used as tar-
get during training to enforce boundary consistency in the
dense depth output. Sparse depth is used as the only input
during training and inference

tion, faster scan rates, and allow fine control over vertical
and horizontal resolution by electronically steering a mir-
ror. Cwalina et al. [6], proposed a high-resolution MEMs
based LIDAR sensor able to achieve faster scan rates by
performing very sparse random scanning of the scenario,
which is particularly convenient in highly dynamic scenar-
ios. They relied on post-processing methods based on com-
pressive sensing and deep learning for successfully recov-
ering dense depth images. LiDAR sensors typically provide
sparse point clouds compared to the depth camera images,
and require additional processing (3D to 2D projection and
depth completion) to facilitate higher-level tasks, such as
obstacle avoidance, object recognition, segmentation, etc.
Developing a generalized solution for depth completion is
challenging because of sparsity in the input, irregular spac-
ing between the scanned points, and the usage of different
LiDARs systems depending on the application requirement.
A naive way of obtaining dense images is through simple
interpolation. But, this results in depth bleeding or blur-
ring around depth discontinuities, especially for extremely
sparse measurements. State-of-the-art (SoTA) deep learn-
ing approaches complement sparse LIDAR measurements

5818



with additional data obtained from other sensors, such as
stereo camera images, RGB images, etc., to obtain dense
depth images [17, 24, 47, 53]. However, these methods
are non-trivial [14, 33], because they require sophisticated
neural network architectures to perform data fusion, han-
dle noisy data from different sensors, and address the prob-
lem of occlusion resulting from small shift in the placement
of sensors. Several unguided methods [5, 10, 22, 41] exist
that rely only on the availability of sparse LIDAR measure-
ments. The drawback of these methods are that they fail
to recover sharp object boundaries due to the sparsity of
inputs, and unavailability of RGB images that can provide
semantic cues.

In this work, we address some of the above mentioned
shortcomings of guided and unguided depth completion ap-
proaches. To this end, we propose a simple yet effective
sparsity-invariant convolutional neural network based on U-
Net [35] architecture for producing dense images with sharp
object boundaries. Our network relies on the availability of
only LiDAR measurements in the target domain as shown in
Fig. 1, and is invariant to the sparsity of input. We followed
multi-task feature learning [2, 11, 25], where we initially
trained our network on a synthetic dataset with sparse depth
image as input, and dense depth image along with a cor-
responding depth contour image (generated from semantic
segmentation images of source domain) as targets. This was
followed by transfer learning on a real-world dataset (target
domain) where only LiIDAR measurements are used as in-
put and target.

We summarize the key contributions of our work here:

* We propose a sparsity invariant U-net architecture that
takes sparse depth image as the only input, and pro-
duces a dense depth image and an auxiliary/ vestigial
depth contour image. The speciality of our approach
is that there are no branch-outs [50] in our network,
resulting in a very simple architecture with end-to-end
feature sharing.

* We propose a novel method that generates target depth
contours and allows the network to explicitly learn
structural information from them by employing a novel
loss function.

* We show the competitiveness of our approach by com-
paring qualitatively and quantitatively with existing
unguided approaches and finally, demonstrate the ro-
bustness of our network towards extremely sparse Li-
DAR measurements.

2. Related work
2.1. Guided depth completion

Guided depth completion methods [17, 24, 47, 53] out-
perform traditional hand-crafted methods and unguided

methods for depth completion by a wide margin. These
methods require additional data along with sparse LiDAR
measurements as input, to guide the network. These inputs
are fused through early-fusion, hybrid-fusion or late-fusion
techniques [28, 37, 46, 53]. Since, RGB images provide
strong cues on semantic and contextual information, current
state-of-the-art solutions [14, 17, 24, 47, 53] rely on image
guidance and attention-based techniques. Recovery of ob-
ject boundaries is crucial to the task of depth completion,
because it facilitates distinguishing objects in a scene. So,
by fusing multiple inputs, these methods perform exceed-
ingly well in attaining boundary consistency in the dense
depth outputs. However, these methods are tedious and non-
trivial [14, 21, 33, 54] especially for customized end-user
systems, because they require sophisticated neural network
architectures to perform data fusion, handle noisy sensor
data, remove outliers due to occlusion as a result of small
displacement in the viewpoint of sensors, and handle mo-
tion artifacts in dynamic scenarios due to different acqui-
sition time, etc. The dependency of these methods on ad-
ditional sensors results in an overall increase in the cost of
end-user systems, such as autonomous vehicles, robots, etc.

2.2. Unguided depth completion

Unguided depth completion methods [1, 5, 10, 22, 23,
30, 41] rely on the availability of only sparse measure-
ments as input. This greatly enhances simplicity of the
overall system because additional tasks such as, data fu-
sion, removal of outliers, and sensor synchronization are
not required. Early approaches [1, 22, 30] produced dense
depth images based on traditional hand-crafted rules or im-
age processing techniques. These methods are based on
prior knowledge and are not robust to variability and un-
certainty in sparse measurements. A naive way to produce
dense depth output in a learning-based approach would be
to train a convolutional regression network to directly map
sparse LiDAR input to dense depth output. Li er al. [23]
assigned zeros to missing depth points in the sparse input
and chose to train with a standard CNN. Uhrig et al. [41]
demonstrated that such approaches produce sub-optimal re-
sults because they are sensitive to variation in sparse mea-
surements. To address this issue, they proposed sparsity
invariant CNN, which explicitly considers the location of
missing points during convolution. Jaritz et al. [28] pro-
posed that a standard CNN architecture can perform well
with ad-hoc training process, i.e., by introducing varying
levels of sparsity in the input during training. However,
due to the unavailability of RGB images or semantic cues
in the inputs, unguided methods tend to produce smooth
edges due to depth bleeding around object boundaries. To
address this problem, several loss functions have been pre-
viously designed [26, 43, 40, 44, 49]. Nevertheless, dense
depth images produced by unguided depth completion tech-
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niques produce inconsistent boundaries [25, 47], especially
for highly sparse inputs.

2.3. Multi-task feature learning

Multi-task feature learning [11] enforces a network to
learn independent yet related tasks simultaneously, result-
ing in performance improvement in both the tasks. The idea
is to exploit commonalities between the tasks and transfer
knowledge across tasks implicitly by using shared features.
Jaritz et al. [28] proposed an encoder-decoder based on
NASNet [55] and used the same network with slight adap-
tation to achieve both depth completion and semantic seg-
mentation. Ye et al. [50] initially trained two networks inde-
pendently for the purpose of depth completion and seman-
tic segmentation. Then they proposed an encoder-decoder
based network which shares the features of both these net-
works to jointly estimate dense depth image and semanti-
cally segmented image in a knowledge amalgamation setup.
Lu et al. [25], on the other hand, employed auxiliary learn-
ing [34] approach, which is a variant of multi-task feature
learning. Their main focus was on generating dense depth
output. But they simultaneously also produce gray-scale
image as an auxiliary task to assist in depth completion.

Our work also employs auxiliary learning technique, mo-
tivated by the work of Lu et al. [25]. In contrast to their
work, our network generates dense depth image and depth
contour image. The speciality of our proposed approach is
that there is no branching in the network, resulting in a sim-
ple architecture. The reason is that both primary and aux-
iliary tasks in our case are in the same domain, i.e., depth.
This results in end-to-end sharing of features, enhancing the
primary task even further. Additionally, their work relies on
RGB images of target domain as auxiliary target during the
training process. However, our solution solely relies on the
availability of LiDAR data, without the need for target do-
main semantic priors during training, allowing the end-user
system to rely solely on a LiDAR sensor.

3. Methodology
3.1. Problem formulation

We presume that the end-user system/ sensor setup pro-
vides only LiDAR measurements, and does not provide data
from any other sensor modalities, such as RGB camera. We
consider that the sparsity and scan patterns in LIDAR mea-
surements can vary significantly. With these assumptions,
our goal is to obtain dense depth image with sharp object
boundaries by relying only on sparse LIDAR measurements
as input to the network. We propose a simple sparsity in-
variant neural network based on U-Net [35] architecture.
We train this network through auxiliary learning approach
on synthetic dataset SYNTHIA [36] (source domain), fol-
lowed by transfer learning on real-world dataset KITTI [13]

(target domain). In the auxiliary learning approach, our
network is trained to optimize over two targets, i.e., dense
depth and depth contour images by employing a novel loss
function. Generation of synthetic LiDAR data and depth
contour ground-truth are discussed in Sections 3.3 and 3.4.
We continue the training by performing transfer learning
with real-world LiDAR measurements as input and semi-
dense ground-truth of KITTT as target. A summary of our
approach is shown in Fig. 1.

3.2. Network architecture

Our network architecture is shown in Figure 2b, which is
a fully sparse convolutional neural network based on U-Net
architecture. It has an encoder consisting of multiple down-
sampling stages, followed by a decoder consisting of mul-
tiple up-sampling stages, with residual connection between
each stage. Low-level structural features are extracted at
shallow stages and high-level contextual features are cap-
tured at deeper stages. The residual connections allow fu-
sion of multi-resolution features at different hierarchical
levels of encoder and decoder. At the bottleneck, all the fea-
ture maps are with % resolution of the input. We employed
and adapted sparse convolution layers proposed by Uhrig et
al. [41], to perform convolution, transpose convolution, and
feature concatenation in our network. A binary mask in-
dicating the validity of input pixels is propagated through
the network along with the features. Down-sampling is
performed by strided sparse convolutional layers, and up-
sampling is performed by strided sparse transpose convo-
lutional layers. Features are concatenated as suggested by
Huang et al. [18]. Due to the use of sparse convolutional
layers for upsampling, we mitigate depth bleeding effect at
object boundaries as demonstrated in Section 4.4. Our net-
work produces two outputs at the last layer, but does not re-
quire branch-outs [50] because both outputs are in the same
domain, i.e., depth.

AT

L i i

Figure 3: Randomly and structurally sparsified depth
ground-truth of SYNTHIA. The images have been dilated
for visibility (best viewed in color)

3.3. Training details

SYNTHIA [36] dataset provides dense depth images that
can be used as target, but it does not provide LiDAR data
for the input. So, dense depth images were randomly or
structurally sparsified by annihilating some pixels using
Bernoulli sampling, and subsequently used as input. Ex-
amples of a few patterned depth images are shown in Fig. 3.
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Figure 2: SIUNet in auxiliary learning setup (source domain): Initially, target depth contour images are generated by ex-
ploiting semantic segmentation images of SYNTHIA [36] dataset. Then the network is trained on SYNTHIA dataset with
sparsified depth images as the only input, and dense depth and depth contour images as targets (best viewed in color)

Structural LiDAR-like patterns were created by projecting
depth pixels from camera image plane to 3D spherical co-
ordinate system, using intrinsic camera calibration param-
eters, and then filtering out the point cloud data depending
on the required azimuth and elevation resolutions. Several
patterns like these were created and used as input for our
network during training. On-the-go data augmentation tech-
niques such as adding zero-mean gaussian noise with depth-
dependent variance, uniform random noise, intensity based
drop-off [7], random cropping, and horizontal flipping were
performed on both KITTI and SYNTHIA datasets. The idea
was to obtain a robust network that is invariant to input pat-
terns or sparsity.

3.4. Depth contour generation

SYNTHIA dataset provides semantically segmented im-
ages with corresponding dense depth images. Semantically
segmented images are converted to grayscale color space,
and edges are extracted from them by performing convo-
lution with a sobel filter. The result of this operation is
used as a binary mask over dense depth images to finally
obtain depth contour images, as shown in Fig. 2a. The idea
of using depth contour instead of RGB or segmented im-
age is that the domain of depth contour and dense depth
image is the same, i.e., depth. This greatly simplifies the
network architecture by reducing the number of trainable
parameters compared to the architectures with branch-outs.
Additionally, depth contour images enforce boundary con-
sistency because they provide structural cues in lieu of se-
mantic cues, making the network edge-aware and generic
towards unseen semantic classes in the datasets. This has
been shown in Section 4.5, where our network is evaluated
on an indoor dataset inspite of training on outdoor dataset.

3.5. Loss function

Given a sparse depth input, 2, we intend to obtain a dense
depth output, Z4, by optimizing the network parameters, 6.
Optimization is done by minimizing a loss function, £, that
calculates error between reconstructed outputs, £4 and Z.,
and target ground-truth, x; and x, as shown in Eq. (1).
0 indicates optimal network weights that is obtained after
the training process. In the auxiliary learning process, we
have two targets and employ two loss functions. First one is
for the primary task of depth completion, shown in Eqgs. (2)
and (3), where dense depth image, x7, is the target. Here,
a depth mask, m, is used to indicate valid depth pixels in
target. The second loss function is for the auxiliary task of
depth contour generation, shown in Egs. (4) and (5). Se-
mantically segmented image, s, is used to generate target
depth contour image, x; = z; o c¢. Here, a contour mask,
¢, is used to indicate valid contour pixels in the target depth
contour. Finally, for the transfer learning task, we only use
Egs. (2) and (3). The depth and contour masks are used for
both MAE and RMSE calculations.

0" = argmin L(x), ), &4, Tc) (D
9
1, 2% 40
T @)
07 'T;;u,'u =
o — Zi,j dij (xdl g O ]) ‘ 3)
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Total loss, Ef,[%i, of auxiliary learning process, is cal-
culated as a weighted combination of £}, and L, as
shown in Eq. (6).

L = wa - L{ag + we - L{ag (6)

4. Experiments and results

Datasets: SYNTHIA [36] is a synthetic dataset that pro-
vides corresponding images of RGB, depth, and semantics,
of dimensions (640 x 480), for urban and highway sce-
narios. A total of 96, 348 corresponding images are pro-
vided as training set, and 29,850 as testing set. We em-
ployed SYNTHIA dataset as source domain only for aux-
iliary learning, and exploited semantic images for genera-
tion of depth contours. We employed KITTI [13] dataset
as target domain for transfer learning, where training and
inference depend only on LiDAR measurements. KITTI
dataset provides sparse velodyne LiDAR depth maps, and
semi-dense depth ground-truth images which were center-
cropped to 1216 x 352. A total of 85, 898 pairs of these are
provided as training set, and 15, 920 pairs as validation set.
Performance of our network was evaluated on the test set of
KITTI benchmark [13].

Evaluation Metrics: In accordance with the KITTI depth
completion benchmark, we evaluated our model with
RMSE (mm) and MAE (mm) for depth, and iRMSE
(km~1) and iMAE (km™1) for inverse depth. We have
sorted the models in decreasing order of MAE metric in Ta-
ble 1.

Implementation Details: We used PyTorch [32] for the im-
plementation of our networks, and trained them on NVIDIA
Quadro RTX 4000 GPU with a batch size of 4. We chose
Adam [20] optimizer with a constant learning rate of 0.001,
without weight decay, and trained for 20 epochs on SYN-
THIA dataset, and 10 epochs on KITTI dataset. We ini-
tialized the weights of our network with Kaiming normal
distribution [16], and used wy = w,. = 1, for the calcula-
tion of loss in auxiliary learning. For transfer learning, the
weights of only the last three layers were optimized, and
depth contour targets were not used. The idea was to use
the learned weights from auxiliary learning task as weight
initialization for the transfer learning task.

4.1. Qualitative analysis

We present our qualitative results in Fig. 4, and compare
it with the SoTA unguided methods, such as Spade-sD [28],
pNCNN [8], Sparse-to-Dense [26], PSM [54]. We consider
three examples, and provide closeup views of the region of
interest in the bottom right corner of each reconstructed im-
age. It is evident that qualitatively our model outperforms
all the methods in terms of boundary consistency and struc-
tural correctness. In Examples 1 and 3, we can clearly see
depth bleeding occurring at the boundary of the cars for

Table 1: Numerical comparison of our approach with SoTA
unguided approaches shows that our approach produces
competitive results. The error metrics were calculated on
KITTI depth completion benchmark. | indicates smaller is
better

Method iRMSE | iMAE | RMSE] MAE |

(km™) (km™)  (mm) (mm)
SICNN [41] 4.94 1.78 160133 481.27
ADNN [5] 59.39 3.19 1325.37 43948
NCNN [9] 4.67 1.52 1268.22 360.28
IP-Basic [22] 3.78 1.29 1288.46 302.60
PSM [54] 3.76 121 1239.84 298.30
StoD(d) [26] 321 135 954.36 288.64
pNCNN 8] 3.37 1.05  960.05 251.77
Spade-sD [28] 2.60 098 103529 248.32
SIUNet (Ours) 2.73 0.96 1026.61 227.28

other methods. However, our model produces sharp recon-
structions. In Example 2, the unguided approaches tend to
produce discontinuities, however, our model is able to re-
cover depth and structure of the traffic sign board. The rea-
son for such good reconstructions can be attributed to aux-
iliary learning with depth contour images. More evidence
for this is provided in Section 4.3.

4.2. Numerical analysis

Table 1 presents quantitative results of our method and
SoTA approaches evaluated on KITTI depth completion
benchmark. Our model achieves the best MAE = 227.28,
and iIMAE = 0.96, ranking first among them. Our RMSE
and iRMSE results are also better than most of the other
models, demonstrating the effectiveness of our approach.
Our model was initially trained on SYNTHIA dataset in
an auxiliary learning setup with /; loss, and then on KITTI
dataset with only semi-dense groundtruth images as targets
during transfer learning.

4.3. Ablation study

To show the effectiveness of our approach, we performed
various experiments by incrementally adding the building
blocks of our framework. We show quantitative results of
ablation study in Table 2. We studied the impact of un-
availability of dense ground-truth, and the impact of differ-
ent training methods such as conventional learning, transfer
learning (TL), auxiliary learning (AL), and zero-shot learn-
ing (ZSL), and their combinations, and finally the impact of
the training loss. (Test 1) We started with a naive way of im-
plementing depth completion under the assumption that the
ground-truth depth images were not available. In this con-
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Example 2

P L

(a) RGB images for reference, (b) PSM [54], (c) StoD(d) [26], (d) pNCNN [8], (e) Spade-sD [28], (f) SIUNet (Ours)

Figure 4: Qualitative comparison of our approach with SoTA unguided depth completion approaches sorted in decreasing
order of MAE from top to bottom. The closeup views of our method show sharpness along object boundaries and structural
correctness. Depth bleeding can be observed in the reconstructions of other methods

(5 TL (Sel—dense) (6) Ours L2: AL+ (Semi-dense) (7) Ours L1: AL+T (Semi-dense)

Figure 5: Ablation study with qualitative comparison of different training methods such as conventional, transfer learning
(TL), auxiliary learning (AL), and zero-shot learning (ZSL). Before training on KITTI, TL and AL approaches were trained
on SYNTHIA dataset. Sparse depth input has been dilated for visibility
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Table 2: Ablation study with different training targets,
and training methods such as conventional, transfer learn-
ing (TL), auxiliary learning (AL), and zero-shot learning
(ZSL). The errors were calculated with respect to semi-
dense ground-truth images of KITTI depth completion val-
idation set. Before training on KITTI, TL and AL ap-
proaches were trained on SYNTHIA dataset

Test Training method  Training target MAE (mm)

1 Conventional Sparse 495
2 TL Sparse 421
3 AL+ZSL None 364
4 Conventional Semi-dense 267
5 TL Semi-dense 266
6  AL+TL (Ours L2) Semi-dense 249
7 AL+TL (Ours L1) Semi-dense 224

ventional setting, we trained our model with sparse LIDAR
depth images of KITTT itself as input as well as target. We
evaluated our model’s performance on KITTI semi-dense
ground-truth images. It can be seen from the correspond-
ing image in Fig. 5, that this creates line artifacts in the
reconstructed output. (Test 2) To improve the reconstruc-
tion, we resorted to training our model in a conventional
setting on SYNTHIA dataset, and subsequently performed
transfer learning on KITTI, but with sparse depth as target.
Although SYNTHIA provides dense depth images, it can
be seen that after transfer learning, we still find some un-
wanted artifacts in the reconstruction. This can be attributed
to the high sparsity of target image during transfer learning.
To justify this, (Test 3) we performed another experiment
with auxiliary learning on SYNTHIA dataset, and evalu-
ated it directly on KITTI dataset. The importance of dense
depth targets can clearly be visualized at this stage. We pro-
pose that for scenarios where real-world ground-truth im-
ages and other sensor data are not available, we could opt
for the proposed zero-shot learning approach. The special-
ity of this is its robustness to sparsity and pattern. (Test 4)
We further evaluated the model’s performance when trained
in conventional learning, but with semi-dense depth images
of KITTT as targets. This method significantly outperforms
the zero-shot learning approach. This is because in zero-
shot learning approach, the model is trained in a generic
manner, without learning target domain specifics. (Test 5)
Further tests, show that denser depth targets indeed improve
the quality of reconstruction in terms of structural correct-
ness. (Tests 6, 7) Finally, we show that training models
with MAE loss yields sharper object boundaries in com-
parison to training with RMSE loss. In Fig. 6, we also show
the effectiveness of using sparsity invariant convolutions (in
SIUNet) instead of regular convolutions (in UNet) for ro-

bustness against varying levels of input sparsity.

4.4. Sparsity invariance

We evaluated our model’s performance for varying lev-
els of sparsity in the input depth image. To induce spar-
sity, we randomly annihilated only the valid pixels of an
already sparse input depth image using Bernoulli sampling.
Figure 6 shows qualitative and quantitative results of recon-
structed depth images for varying levels of sparsity (indi-
cated in % on top) induced in the sparse input image. We
followed an ad-hoc training approach as proposed by Jaritz
et al. [28], where we varied the sparsity of input randomly
in between 0% and 99%. It is evident that our model per-
forms well for different sparsity levels, while maintaining
sharp object boundaries in the reconstructed images. It is
important to note that at 95% sparsity, the input image con-
tains only ~ 1, 000 valid depth pixels. With such extremely
sparse depth image as input to our network, we were able
to reconstruct ~= 2, 70,000 pixels, amounting to a ratio of
~ 0.37%, with an MAE of 512 mm. Compared to the works
of Jaritz et al. [28], and Huang et al. [18], our approach does
not smear the reconstruction around depth discontinuities
for extremely sparse inputs. We also show the effective-
ness of using sparsity invariant convolutions (in SIUNet)
instead of regular convolutions (in UNet) for robustness
against varying levels of input sparsity. Here, both UNet
and SIUNet were trained under the same conditions, and as
illustrated in Fig. 1.

4.5. Generalization ability

We also performed experiments on NYU v2 indoor
dataset [39], and numerically compared our results with
guided methods as shown in Table 3. Our model provides
competitive results on the target domain (indoor) which is
different from the source domain (outdoor), moreover being
only an unguided approach. Note that only transfer learning
was performed on NYU v2 dataset with our model which
had already been trained initially on SYNTHIA dataset in
auxiliary learning setup with /; loss.

NYU dataset consists of RGB and depth images cap-
tured by Microsoft Kinect in indoor scenes. It provides
47,584 training images and 654 testing images, of dimen-
sions 640 x 480. These images are reduced in dimensions
by half and then center-cropped as performed by [25, 27].
The depth images were sparsified by uniformly sampling
500 points and used as input for the network. We followed
the evaluation protocol of [25, 27], with error metrics as
RMSE, REL (mean absolute relative error), and percentage
of completed depth with a maximum of relative error and its
inverse under a threshold ¢, where ¢ € (1.25,1.25%,1.25%).
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UNet output for 0% sparsified input

0% sparsified input

95% sparsified input

UNet output for 50% sparsified input

UNet output for 95% sparsified input

MAE: 378 mm
SIUNet output for 0% sparsified input

MAE: 387 mm
SIUNet output for 50% sparsified input

MAE: 5367 mm
SIUNet output for 95% sparsified input

MAE: 180 lTlI].].

MAE: 225 mm

MAE: 512 mm

Figure 6: Sparsity invariance analysis: Sparse depth inputs were further randomly sparsified by values indicated in % on top
of each reconstructed output. Indicated MAE (mm) values are an average over 1000 iterations. All the reconstructed images
from our model have sharp object boundaries. Sparsified inputs have been dilated for visibility

Table 3: Numerical comparison of our approach with guided approaches on NYU v2 test set shows that our approach
produces competitive results. Note that only transfer learning step (of Fig. 1) was performed with our model, which was

initially trained on SYNTHIA dataset in auxiliary learning setup. | indicates smaller is better

Method Mode RMSE (m) \L REL J/ 51_25 T 51.252 T 51_253 T
Bilateral [38] Guided 0.479 0.084 924 97.6 98.9
TGV [12] Guided 0.635 0.123  81.9 93.0 96.8
Zhang et al. [51] Guided 0.228 0.042 97.1 99.3 99.7
Ma et al. [27] Guided 0.204 0.043 97.8 99.6 99.9
Nconv-CNN [10] Guided 0.129 0.018 99.0 99.8 100
CSPN [4] Guided 0.117 0.016 99.2 99.9 100
DeepLiDAR [33] Guided 0.115 0.022 993 99.9 100
DepthNormal [45] Guided 0.112 0.018 99.5 99.9 100
NLSPN [31] Guided 0.092 0.012 99.6 99.9 100
SIUNet (Ours) Unguided 0.138 0.015 99.2 99.8 100

5. Conclusion

In this paper, we propose sparsity invariant U-net archi-
tecture for unguided depth completion that relies only on
LiDAR data of target domain during training and inference.
It takes only sparse depth inputs, and produces dense depth
images along with vestigial depth contours. Depth contour
generation is an auxiliary task of our network (performed
only on source domain) that enforces our network to learn
structural information explicitly. Since both primary and
auxiliary tasks are in depth domain, our network architec-
ture is simple, and facilitates end-to-end sharing of features
without branch-outs [50]. We showed that our network re-
constructs dense depth images with consistent boundaries

even for extremely sparse inputs. We demonstrated through
qualitative and quantitative comparison on indoor and out-
door datasets, captured from different sensor systems, that
our model achieves competitive performance among other
unguided approaches and produces sharper object bound-
aries around depth discontinuity, despite having simple ar-
chitecture.
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