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Abstract

We present a novel method to reconstruct 3D scenes from images by leveraging deep dense monocular SLAM and fast uncertainty propagation. The proposed approach is able to 3D reconstruct scenes densely, accurately, and in real-time while being robust to extremely noisy depth estimates coming from dense monocular SLAM. Differently from previous approaches, that either use ad-hoc depth filters, or that estimate the depth uncertainty from RGB-D cameras’ sensor models, our probabilistic depth uncertainty derives directly from the information matrix of the underlying bundle adjustment problem in SLAM. We show that the resulting depth uncertainty provides an excellent signal to weight the depth-maps for volumetric fusion. Without our depth uncertainty, the resulting mesh is noisy and with artifacts, while our approach generates an accurate 3D mesh with significantly fewer artifacts. We provide results on the challenging Euroc dataset, and show that our approach achieves 92% better accuracy than directly fusing depths from monocular SLAM, and up to 90% improvements compared to the best competing approach.

1. Introduction

3D reconstruction from monocular imagery remains one of the most difficult computer vision problems. Achieving 3D reconstructions in real-time from images alone would enable many applications in robotics, surveying, and gaming, such as autonomous vehicles, crop monitoring, and augmented reality.

While many 3D reconstruction solutions are based on RGB-D or Lidar sensors, scene reconstruction from monocular imagery provides a more convenient solution. RGB-D cameras can fail under certain conditions, such as under sunlight, and Lidar remains heavier and more expensive than a monocular RGB camera. Alternatively, stereo cameras simplify the depth estimation problem to a 1D disparity search, but rely on accurate calibration of the cameras that is prone to miscalibration during practical operations. Instead, monocular cameras are inexpensive, lightweight, and represent the simplest sensor configuration to calibrate.

Unfortunately, monocular 3D reconstruction is a challenging problem due to the lack of explicit measurements of the geometry of the scene. Nonetheless, great progress has been recently made towards monocular-based 3D reconstructions by leveraging deep-learning approaches. Given that deep-learning currently achieves the best performance for optical flow [23], and depth [29] estimation, a plethora of works have tried to use deep-learning modules for SLAM. For example, using depth estimation networks from monocular images [22], multiple images, as in multi-view stereo [10], or using end-to-end neural networks [3]. However, even with the improvements due to deep-learning, the resulting reconstructions are prone to errors and artifacts, since the depth-maps are most of the time noisy and with outliers.

In this work, we show how we can substantially reduce the artifacts and inaccuracies in 3D reconstructions from noisy depth maps estimated when using dense monocular SLAM. To achieve this, we fuse the depth maps volumetrically by weighting each depth measurement by its uncertainty, which we estimate probabilistically. Differently from previous approaches, we show that using the depth uncertainty derived from the information matrix of the bundle adjustment problem in monocular SLAM leads to surprisingly accurate 3D mesh reconstructions. Our approach achieves up to 90% improvements in mapping accuracy, while retaining most of the scene geometry.

Contributions. We show an approach to volumetrically fuse dense depth maps weighted by the uncertainties derived from the information matrix in dense SLAM. Our approach enables the reconstruction of the scene up to a given maximum level of tolerable uncertainty. We can reconstruct the scene with superior accuracy compared to competing approaches, while running in real-time, and only using monocular images. We achieve state-of-the-art 3D reconstruction performance in the challenging EuRoC dataset.
2. Related Work

We review the literature on two different lines of work: dense SLAM and depth fusion.

2.1. Dense SLAM

The main challenges to achieve dense SLAM are (i) the computational complexity due to the shear amount of depth variables to be estimated, and (ii) dealing with ambiguous or missing information to estimate the depth of the scene, such as textureless surfaces or aliased images.

Historically, the first problem has been bypassed by decoupling the pose and depth estimation. For example, DTAM [12] achieves dense SLAM by using the same paradigm as the sparse PTAM [9], which tracked the camera pose first and then the depth, in a de-coupled fashion. The second problem is also typically avoided by using RGB-D or Lidar sensors, that provide explicit depth measurements, or stereo cameras that simplify depth estimation.

Nevertheless, recent research on dense SLAM has achieved impressive results in these two fronts. To reduce the number of depth variables, CodeSLAM [3] optimizes instead the latent variables of an auto-encoder that infers depth maps from images. By optimizing these latent variables, the dimensionality of the problem is significantly reduced, while the resulting depth maps remain dense.

Tandem [10] is able to reconstruct 3D scenes with only monocular images by using a pre-trained MVSNet-style neural-network on monocular depth estimation, and then decoupling the pose/depth problem by performing frame-to-model photometric tracking. Droid-SLAM [24] shows that by adapting a state-of-the-art dense optical flow estimation architecture [23] to the problem of visual odometry, it is possible to achieve competitive results in a variety of challenging datasets (such as the Euroc [4] and TartanAir [25] datasets), even though it requires global bundle-adjustment to outperform model-based approaches. Droid-SLAM avoids the dimensionality problem by using downsampled depth maps that are subsequently upsampled using a learned upsampling operator. Finally, there are a myriad of works that avoid the dimensionality and ambiguity problems stated above that have nevertheless recently achieved improved performance. For example, iMap [21] and NiceSLAM [31] can build accurate 3D reconstructions by both de-coupling pose and depth estimates and using RGB-D images, and achieve photometrically accurate reconstructions by using neural radiance fields [11]. Given these works, we can expect future learned dense SLAM to become more accurate and robust.

Unfortunately, we are not yet able to achieve pixel-perfect depth maps from casual image collections, and fusing these depth maps directly into a volumetric representation often leads to artifacts and inaccuracies. Our work leverages Droid-SLAM [24] to estimate extremely dense (but very noisy) depth maps per keyframe (see left pointcloud in Fig. 1), that we successfully fuse into a volumetric representation by weighting the depths by their uncertainty, estimated as marginal covariances.

2.2. Depth Fusion

The vast majority of 3D reconstruction algorithms are based on fusing depth maps provided from a depth-sensor into a volumetric map [13, 15, 17]. Most of the literature using volumetric representations have therefore focused on studying ways to obtain better depth maps, such as with post-processing techniques, or on the weighting function to be used when fusing the depths [5, 13, 14, 28]. Most of the literature, by assuming that the depth maps come from a
sensor, have focused on sensor modelling. Alternatively, when using deep-learning, a similar approach is to make a neural network learn the weights instead. For example, RoutedFusion [26] and NeuralFusion [27] learn to de-noise volumetric reconstructions from RGB-D scans.

In our case, since the depth maps are estimated through dense bundle adjustment, we propose to directly fuse the depth maps using the marginal covariances of the estimated depths. This is computationally difficult to do since, in dense SLAM, the number of depths per keyframe can be as high as the total number of pixels in the frame (≈ 10^5). We show below how we can achieve this by leveraging the block-sparse structure of the information matrix.

3. Methodology

The main idea of our method is to fuse extremely dense but noisy depth-maps weighted by their probabilistic uncertainty into a volumetric map, and then extract a 3D mesh that has a given maximum uncertainty bound. Towards this goal, we leverage Droid-SLAM’s formulation to produce pose estimates and dense depth-maps, and extend it to generate dense uncertainty-maps.

We will first show how we compute depth uncertainties from the information matrix of the underlying bundle adjustment problem efficiently. Then, we present our fusion strategy to produce a probabilistically sound volumetric map. Finally, we show how we extract a mesh from the volume at a given maximum uncertainty bound.

3.1. Dense Monocular SLAM

At its core, classical vision-based inverse-depth indirect SLAM solves a bundle adjustment (BA) problem where the 3D geometry is parametrized as a set of (inverse) depths per keyframe. This parametrization of the structure leads to an extremely efficient way of solving the dense BA problem, which can be decomposed into the familiar arrow-like block-sparse matrix with cameras and depths in sequence:

$$\begin{bmatrix} C & E \\ E^T & P \end{bmatrix} \begin{bmatrix} \Delta \xi \\ \Delta d \end{bmatrix} = \begin{bmatrix} v \\ w \end{bmatrix},$$ (1)

where $H$ is the Hessian matrix, $C$ is the block camera matrix, and $P$ is the diagonal matrix corresponding to the points (one inverse depth per pixel per keyframe). We represent by $\Delta \xi$ the delta updates on the lie algebra of the camera poses in $SE(3)$, while $\Delta d$ is the delta update to the per-pixel inverse depths.

To solve the BA problem, the Schur complement of the Hessian $H$ with respect to $P$ (denoted as $H/P$) is first calculated to eliminate the inverse depth variables:

$$\begin{bmatrix} C - EP^{-1}E^T \end{bmatrix} \Delta \xi = (v - EP^{-1}w).$$ (2)

The Schur complement can be quickly computed given that $P^{-1}$ consists on an element-wise inversion of each diagonal element that can be performed in parallel, since $P$ is a large but diagonal matrix.

The resulting matrix $(H/P)$ is known as the reduced camera matrix. The system of equations in Eq. (2) only depends on the keyframe poses. Hence, we first solve for the poses using the Cholesky decomposition of $(H/P) = LL^T$ using front and then back-substitution. The resulting pose solutions $\Delta \xi$ are then used to solve back for the inverse depth maps $\Delta d$, as follows:

$$\Delta d = P^{-1} (w - E^T \Delta \xi).$$ (3)

Nevertheless, to make inference fast enough for real-time SLAM, the inverse depth-maps are estimated at a lower $1/8^{th}$ resolution than the original images, in our case of $69 \times 44$ pixels (Euroc dataset’s original resolution is $752 \times 480$ which we first downsampled to $512 \times 384$). Once this low resolution depth map of is solved for, a learned upsampling operation (shown first in [23] for optical flow estimation, and used as well in Droid-SLAM) recovers the full resolution depth map. This allows us to effectively reconstruct dense depth maps of the same resolution as the input images.

Solving the same BA problem with high resolution depth maps is prohibitively expensive for real-time SLAM, the computation of depth-uncertainties further exacerbates the problem. We believe this is the reason why other authors have not used depth uncertainties derived from BA for real-time volumetric 3D reconstruction: using full-depth BA is prohibitively expensive, and using sparse-depth BA leads to way too sparse depth-maps for volumetric reconstruction. The alternative has always been to use sparse BA for pose estimation and a first guess of the geometry, followed by a densification step unrelated to the information matrix in sparse BA [20]. That is why other authors have proposed to use alternative 3D representations for dense SLAM, such as latent vectors in CodeSLAM [3]. Our approach can also be applied to CodeSLAM.

3.2. Inverse Depth Uncertainty Estimation

Given the sparsity pattern of the Hessian, we can extract the required marginal covariances for the per-pixel depth variables efficiently. The marginal covariances of the inverse depth-maps $\Sigma_d$ are given by:

$$\Sigma_d = P^{-1} + P^{-1} E^T \Sigma_T E P^{-1},$$ (4)

where $\Sigma_T$ is the marginal covariance of the poses. Unfortunately, a full inversion of $H/P$ can be costly to compute. Nevertheless, since we already solved the original BA problem by factorizing $H/P$ into its Cholesky factors, we can
re-use them in the following way, similarly to \[8\]:

\[
\Sigma_d = P^{-1} + P^{-1}E^T \Sigma_T EP^{-1}
\]

\[
= P^{-1} + P^{-1}E^T (LL^T)^{-1}EP^{-1}
\]

\[
= P^{-1} + P^{-1}E^T L^{-T} L^{-1}EP^{-1}
\]

\[
= P^{-1} + F^T F,
\]

where \( F = L^{-1}EP^{-1} \). Hence, we only need to invert the lower triangular Cholesky factor \( L \), which is a fast operation to compute by substitution. Therefore, we can compute all inverse matrices efficiently: the inverse of \( P \) is given by the element-wise inversion of each diagonal entry, and we avoid a full inversion of \((H/P)\) by inverting instead its Cholesky factor. It then suffices to multiply and add matrices together:

\[
[\Sigma_d]_i = \sigma_{d_i}^2 = P_i^{-1} + \{F^T F\}_i = P_i^{-1} + \sum_k F_{ki}^2,
\]

where \( d_i \) is one of the per-pixel inverse depths. Since most of the operations can be computed in parallel, we leverage the massive parallelism of GPUs.

### 3.3. Depth Upsampling & Uncertainty Propagation

Finally, since we want to have a depth-map of the same resolution than the original images, we upsample the low-resolution depth-maps using the convex upsampling operator defined in Raft \[23\] and also used in Droid \[24\]. This upsampling operation calculates a depth estimate for each pixel in the high-resolution depth-map by taking the convex combination of the neighboring depth values in the low-resolution depth-map. The resulting depth estimates are given for each pixel by:

\[
d = \sum_{i=0}^{8} w_i d_i,
\]

where the \( w_i \) are learned weights (more details can be found in Raft \[23\]), and \( d_i \) is the inverse depth of a pixel in the low-resolution inverse depth-map surrounding the pixel for which we are computing the depth (a \( 3 \times 3 \) window is used to sample neighboring depth values).

Assuming independence between inverse depth estimates, the resulting inverse depth variance is given by:

\[
\sigma_{d}^2 = \sum_{i=0}^{8} w_i^2 \sigma_{d_i}^2,
\]

where \( w_i \) are the same weights used for the inverse depth upsampling in Eq. (7), and \( \sigma_{d_i}^2 \) is the variance of the inverse depth of a pixel in the lower resolution inverse depth-map surrounding the pixel to be calculated. We upsample the inverse depths and uncertainties by a factor of 8, going from a \( 69 \times 44 \) resolution to a \( 512 \times 384 \) resolution.

So far we have been working with inverse depths, the last step is to convert them to actual depth and depth-variances. We can easily compute the depth variance by using nonlinear uncertainty propagation:

\[
z = 1/d, \quad \sigma_z = \sigma_d/d^2,
\]

where \( z \) is the resulting depth, and \( d \) is the inverse depth.

### 3.4. Uncertainty-aware Volumetric Mapping

Given the dense depth-maps available for each keyframe, it is possible to build a dense 3D mesh of the scene. Unfortunately, the depth-maps are extremely noisy due to their density, since even textureless regions are given a depth value. Volumetrically fusing these depth-maps reduces the noise, but the reconstruction remains inaccurate and corrupted by artifacts (see ‘Baseline’ in Fig. 4, which was computed by fusing the pointcloud shown in Fig. 1).

While it is possible to manually set filters on the depth-maps (see PCL’s documentation for examples of possible depth filters \[19\]) and Droid implements one ad-hoc depth filter (see Droid in Fig. 4), we propose to use instead the estimated depth maps’ uncertainties, which provide a robust and mathematically sound way to reconstruct the scene.

Volumetric fusion is grounded on a probabilistic model \[7\], whereby each depth measurement is assumed to be independent and Gaussian distributed. Under this formulation, the signed distance function (SDF) \( \phi \), which we try to estimate, maximizes the following likelihood:

\[
\phi^* = \arg\max_{\phi} p(z, \sigma_z | \phi), \quad (10)
\]

\[
p(z, \sigma_z | \phi) \propto \prod_i \exp\left( -\frac{1}{2} \frac{||\phi - z_i||^2}{\sigma_z^2} \right). \quad (11)
\]

Taking the negative log leads to a weighted least-squares problem:

\[
\phi^* = \arg\min_{\phi} \frac{1}{2} \sum_i \frac{(\phi - z_i)^2}{\sigma_z^2}, \quad (12)
\]

the solution of which is obtained by setting the gradient to zero and solving for \( \phi \), leading to a weighted average over all the depth measurements:

\[
\phi = \frac{\sum_i z_i / \sigma_z}{\sum_i 1 / \sigma_z} = \frac{\sum_i w_i z_i}{\sum_i w_i \sigma_z}, \quad (13)
\]

with the weights \( w_i \) defined as \( w_i = \sigma_z^{-1} \).

In practice, the weighted average is computed incrementally for every new depth-map, by updating the voxels in the volume with a running average, leading to the familiar volumetric reconstruction equations:

\[
\phi_{i+1} = \frac{W_i \phi_i + w_i z_i}{W_i + w_i}, \quad W_{i+1} = W_i + w_i, \quad (14)
\]
Figure 2. 3D mesh reconstructions for a given maximum admissible mesh uncertainty $\Sigma_d_i$ logarithmically decreasing from an infinity upper-bound (i.e. minimum weight of 0.0, left-most 3D mesh) to 0.01 (i.e. minimum weight of 10, right-most 3D mesh). The regions highlighted with red circles disappear first because of high uncertainty. These correspond to textureless and aliased regions. The two closest red circles correspond to the same region as the one depicted in Fig. 3.

3.5. Meshing with Uncertainty Bounds

Given that our voxels have a probabilistically sound uncertainty estimate of the signed distance function, we can extract the iso-surface for different levels of maximum uncertainty allowed. We extract the surfaces using marching cubes, by only meshing those voxels which have an uncertainty estimate below the maximum allowed uncertainty. The resulting mesh has only geometry with a given upper-bound uncertainty, while our volume contains all the depth-maps’ information.

If we set the uncertainty bound to infinity i.e., a weight of 0, we recover the baseline solution, which is extremely noisy. By incrementally decreasing the bound, we can balance between having more accurate, but less complete 3D meshes, and vice-versa. In Section 4, we show different meshes obtained with decreasing values for the uncertainty bound (Fig. 2). In our experiments, we did not try to find a particular pareto optimal solution for our approach, but instead used a fixed maximum upper bound on the uncertainty of 0.1, which leads to very accurate 3D meshes with a minor loss in completeness (see Section 4 for a quantitative evaluation). Note that, without fixing the scale, this uncertainty bound is unitless, and may need to be adapted depending on the estimated scale.

3.6. Implementation Details

We perform all computations in Pytorch with CUDA, and use an RTX 2080 Ti GPU for all our experiments (11Gb...
of memory). For the volumetric fusion, we use Open3D's [30] library, that allows for custom volumetric integration. We use the same GPU for SLAM and to perform volumetric reconstruction. We use the pre-trained weights from DroidSLAM [24]. Finally, we use the marching cubes algorithm implemented in Open3D to extract the 3D mesh.

4. Results

Section 4.2 and Section 4.3 show a qualitative and quantitative evaluation of our proposed 3D mesh reconstruction algorithm, with respect to the baseline and state-of-the-art approaches, on the EuRoC dataset, using the subset of scenes that have a ground-truth pointcloud.

The qualitative analysis presents the strengths and weaknesses of our approach, and compares with other techniques in terms of perceptual quality and geometric fidelity. For the quantitative part, we compute the RMSE for both accuracy and completeness metrics, to objectively assess the performance of our algorithm against competing approaches. We now describe the dataset and different approaches used for evaluation.

4.1. Datasets & Methods for Evaluation

For evaluation of our reconstruction algorithm, we use the EuRoC dataset, which consists of images recorded from a drone flying in an indoor space. We use the ground-truth pointclouds available in the EuRoC V1 and V2 datasets to assess the quality of the 3D meshes produced by our approach. For all our experiments, we set our maximum admissible mesh uncertainty to 0.1.

We compare our approach with two different open-source state-of-the-art learning and model-based dense VO algorithms: Tandem [10], a learned dense monocular VO algorithm that uses a MVSNet-style architecture and photometric bundle-adjustment, and Kimera [17], a model-based dense stereo VIO algorithm. Both use volumetric fusion to reconstruct the 3D scene and output a 3D mesh of the environment. We also present the results from fusing Droid’s pointclouds after Droid’s ad-hoc depth filter, which computes the support of a depth value by counting the number of nearby depth-maps that reproject within a threshold (0.005 by default). Any depth value with less than 2 supporting depths, or smaller than half of the mean depth, is then discarded. Droid’s filter is used to remove outliers on the depth-maps, while we fuse all depth-maps weighted by their uncertainty. As our baseline, we use the raw pointclouds estimated by Droid, and fuse them directly into a volumetric reconstruction.

4.2. Qualitative Mapping Performance

Fig. 2 shows how we can trade-off accuracy for completeness by varying the maximum level of uncertainty allowed in the 3D reconstruction. We can also see how the less certain geometry gradually disappears. The least certain geometry corresponds to the artifacts floating in 3D space due to the depths that are poorly triangulated, and scattered in 3D rays when back-projected (first column in Fig. 2). Then, we see that the subsequent geometry that disappears corresponds to textureless regions (left-most and right-most red circles in each column Fig. 2). Interestingly, the removed geometry that follows after textureless regions corresponds to highly aliased regions (middle red circles in each column Fig. 2), such as the heaters, or the center of the checkerboards present in the room.

A careful look in Fig. 3 shows that the estimated depth uncertainty $\Sigma_d$ is not only large for textureless regions, but also for regions with strong aliasing that are difficult to resolve for optical-flow based SLAM algorithms (the heater in the middle of the image). Indeed, the optical flow weights (right column in Fig. 3) are close to 0 for regions with strong aliasing or textureless regions. This emerging behavior is an interesting result that could be used to detect aliased geometry, or to guide hole-filling reconstruction approaches.

Fig. 4 qualitatively compares the 3D reconstruction of Kimera [17], Tandem [10], the baseline approach, Droid [24] and our approach. We can see that compared to our baseline approach, we perform much better both in terms of accuracy and completeness. Kimera is able to build a com-
Figure 4. Comparison of the 3D mesh reconstructed by Kimera [17], Tandem [10], our baseline, and Droid’s depth filter [24] (using the default threshold of 0.005) versus our approach using a maximum tolerated mesh uncertainty of 0.1. EuRoC V2_01 dataset.

Table 1. Accuracy RMSE [m]: for the 3D mesh generated from our approach compared to Kimera, Tandem, Droid’s filter, and our baseline, on the subset of the EuRoC dataset with ground-truth pointclouds. Note that if an approach only estimates a few accurate points (e.g. Droid), the accuracy can reach 0. Best approach in bold, second-best in italics, − indicates no mesh reconstructed.

<table>
<thead>
<tr>
<th></th>
<th>V1</th>
<th>V2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kimera</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>Tandem</td>
<td>0.10</td>
<td>0.20</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.22</td>
<td>0.28</td>
</tr>
<tr>
<td>Droid</td>
<td>0.05</td>
<td>−</td>
</tr>
<tr>
<td>Ours</td>
<td>0.03</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 2. Completeness RMSE [m]: for the 3D mesh generated from our approach compared to Kimera, Tandem, and our baseline, on the subset of the EuRoC dataset with ground-truth pointclouds. Note that if an approach estimates a dense cloud of points (e.g. Baseline), completeness can reach 0. Best approach in bold, second-best in italics, − indicates no mesh reconstructed.

<table>
<thead>
<tr>
<th></th>
<th>V1</th>
<th>V2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kimera</td>
<td>0.36</td>
<td>0.38</td>
</tr>
<tr>
<td>Tandem</td>
<td>0.16</td>
<td>0.12</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>Droid</td>
<td>0.62</td>
<td>−</td>
</tr>
<tr>
<td>Ours</td>
<td>0.20</td>
<td>0.19</td>
</tr>
</tbody>
</table>

4.3. Quantitative Mapping Performance

We evaluate each mesh against the ground truth using the accuracy and completeness metrics, as in [16, Sec. 4.3]: (i) we first compute a point cloud by sampling the reconstructed 3D mesh with a uniform density of $10^4$ points/m², (ii) we register the estimated and the ground truth clouds with ICP [2] using CloudCompare [6], and (iii) we evaluate the average distance from ground truth point cloud to its nearest neighbor in the estimated point cloud (accuracy), and vice-versa (completeness), with a 0.5m maximum distance.

Section 4.2 and Section 4.3 provide a quantitative comparison between our proposed approach, Droid’s filter, and our baseline, as well as a comparison with Kimera [17] and Tandem [10], in terms of accuracy and completeness. As we can see from the tables, our proposed approach is the best performing in terms of accuracy by a substantial margin (as high as 90% compared to Tandem and 92% compared to the baseline for V1.03), while Tandem achieves the second-best accuracy overall. In terms of completeness, Tandem achieves the best performance (after the baseline approach), followed by our approach. Droid’s filter achieves good accuracy at the expense of substantially incomplete meshes.

Fig. 6 shows the estimated cloud (V2_01) color-coded by the distance to the closest point in the ground-truth cloud (accuracy) for both Tandem (top) and our reconstruction (bottom). We can see from this figure where our reconstruction is more accurate than Tandem’s. In particular, it is interesting to see that Tandem tends to generate inflated geometry, particularly in textureless regions such as the black curtains in the V2_01 dataset (gray-colored geom-
etry). Our approach has better details, and better overall accuracy. Fig. 5 shows a close-up view of the reconstructed 3D mesh for both Tandem and our approach. Our reconstructions tend to be less complete and suffer from bleeding edges, but retain most of the details, while Tandem’s reconstructions lack overall detail and tend to be slightly inflated, but remain more complete.

### 4.4. Real-Time Performance

Downsampling the Euroc images to $512 \times 384$ resolution leads to tracking speeds of 15 frames per second. Computing the depth uncertainties decreases the tracking speed by a few frames per second to 13 frames per second. Volumetrically fusing the depth estimates, with or without depth uncertainties, takes less than 20ms. Overall, our pipeline is able to reconstruct the scene in real-time at 13 frames per second, by parallelizing camera tracking and volumetric reconstruction, and by using custom CUDA kernels.

4.4. Real-Time Performance

Downsampling the Euroc images to $512 \times 384$ resolution leads to tracking speeds of 15 frames per second. Computing the depth uncertainties decreases the tracking speed by a few frames per second to 13 frames per second. Volumetrically fusing the depth estimates, with or without depth uncertainties, takes less than 20ms. Overall, our pipeline is able to reconstruct the scene in real-time at 13 frames per second, by parallelizing camera tracking and volumetric reconstruction, and by using custom CUDA kernels.

Figure 5. Closer look at the differences between Tandem’s 3D reconstructions and ours. EuRoC V2_01 dataset.

Figure 5. Closer look at the differences between Tandem’s 3D reconstructions and ours. EuRoC V2_01 dataset.

5. Conclusion

We propose an approach to 3D reconstruct scenes using dense monocular SLAM and fast depth uncertainty computation and propagation. We show that our depth-map uncertainties are a source of reliable information for accurate and complete 3D volumetric reconstructions, resulting in meshes that have significantly lower noise and artifacts.

Given the mapping accuracy and probabilistic uncertainty estimates afforded by our approach, we can foresee future research to focus on active exploration of uncertain regions in the map, reconstructing the 3D scene beyond its geometry by incorporating semantics, as in Kimera-Semantics [18], or by using neural volumetric implicit representations for photometrically-accurate 3D reconstructions, as in Nice-SLAM [31].
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