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Abstract

Artificial learning systems aspire to mimic human intelli-
gence by continually learning from a stream of tasks without
forgetting past knowledge. One way to enable such learn-
ing is to store past experiences in the form of input exam-
ples in episodic memory and replay them when learning new
tasks. However, performance of such method suffers as the
size of the memory becomes smaller. In this paper, we pro-
pose a new approach for experience replay, where we se-
lect the past experiences by looking at the saliency maps
which provide visual explanations for the model’s decision.
Guided by these saliency maps, we pack the memory with
only the parts or patches of the input images important for
the model’s prediction. While learning a new task, we re-
play these memory patches with appropriate zero-padding
to remind the model about its past decisions. We evalu-
ate our algorithm on CIFAR-100, miniImageNet and CUB
datasets and report better performance than the state-of-
the-art approaches. With qualitative and quantitative anal-
yses we show that our method captures richer summaries of
past experiences without any memory increase, and hence
performs well with small episodic memory.

1. Introduction

Recent success in deep learning primarily relies on train-
ing powerful models with fixed datasets in stationary envi-
ronments. However, in the non-stationary setting, where
data distribution changes over time, artificial neural net-
works (ANNs) fail to match the efficiency of human learn-
ing. In this setup, humans can learn incrementally leverag-
ing and maintaining past knowledge, whereas ANN train-
ing algorithms [17] overwrite the representations of the past
tasks upon exposure to a new task. This leads to rapid per-
formance degradation on the past tasks - a phenomenon
known as ‘Catastrophic Forgetting’ [29, 32]. Continual
Learning (CL) [35, 48] aims to mitigate forgetting while
sequentially updating the model on a stream of tasks.

To overcome catastrophic forgetting, an active line of re-
search in continual learning stores a few training samples

from the past tasks as experiences in an episodic memory.
Variants of experience replay [9, 7, 34, 5] have been pro-
posed, where the model is jointly optimized on the samples
from both episodic memory and new task. Such methods
provide simple yet effective solutions to the catastrophic
forgetting especially in online CL [27] setting where mod-
els need to learn from a single pass over the online data
stream. However, performance of these methods strongly
depends on the size of the episodic memory. The authors
in [22] argued that for an optimal performance one needs
to store all the past examples in the memory. While expe-
rience replay with large memory would yield higher perfor-
mance, this would essentially mimic the joint optimization
process in independent and identically distributed (IID) data
setting which puts the effectiveness of CL algorithms into
question [31]. Therefore, recent works [7, 9] have explored
the idea of designing effective experience replay with tiny
episodic memory. However, these methods suffer from high
forgetting mainly due to overfitting [49] to the small mem-
ory samples, thus show suboptimal performance.

In this paper, we propose a continual learning algorithm
that trains a fixed-capacity model on an online stream of
tasks using a small episodic memory. Our method, re-
ferred to as Experience Packing and Replay (EPR), packs
the memory with a more informative summary of the past
experiences which improves performance of memory replay
by reducing overfitting. To this end, we leverage the tools
developed in the field of explainable artificial intelligence
(XAI) [45, 57, 1] that shed light on the internal reasoning
process of the ANNs. Among various explainability tech-
niques, saliency methods [41, 55] highlight the part of the
input data (image) that the model thinks is important for its
final decision. Such analyses reveal that ANNs tend to make
predictions based on some localized features or objects be-
longing to a part of the image whereas the rest of the image
appears as background information. Thus we hypothesize
that storing and replaying only these important parts of the
images would be effective in reminding the networks about
the past tasks and hence would reduce forgetting.

Therefore, in EPR, after learning each task, instead of
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storing full images, we identify important patches from
different images belonging to each class with saliency
method [41] and store them in the episodic memory. We in-
troduce Experience Packing Factor (EPF) to set the number
of patches kept per class and to determine the size of these
patches. Thus, with these patches, we create composite im-
ages (for each class) that have higher diversity and capture
richer summaries of past data distributions without increas-
ing the memory size (Figure 1). While learning a new task,
we retrieve these patches from the memory, zero-pad them
to match with the original image sizes, and use them for ex-
perience replay. We evaluate our algorithm in standard and
directly comparable settings [9, 7, 11, 43] on image classi-
fication datasets including CIFAR-100, miniImageNet, and
CUB. We compare EPR with the state-of-the-art (SOTA)
methods for varying memory sizes and report better accu-
racy with least amount of forgetting. We briefly summarize
the contributions of our work as follows:

• We propose a new experience replay method for con-
tinual learning - EPR, where we select (and store)
episodic memory by identifying the parts of the past in-
puts important for model’s prediction from the saliency
maps. These parts are then replayed with zero-padding
with new data to mitigate catastrophic forgetting.

• We compare EPR with the SOTA methods in both
online task-incremental and class-incremental learn-
ing [27] and report significantly better performance.

• With comprehensive analyses, we show the effective-
ness of saliency methods in selecting the ‘informative’
memory patches which enables EPR to perform well
even with tiny episodic memories.

2. Related Works
Methods for continual learning can be broadly divided

into three categories [12]. Regularization based meth-
ods penalize changes in important parameters for the past
tasks to prevent forgetting. Elastic Weight Consolidation
(EWC) [21] computes such importance from the Fisher in-
formation matrix. Other works use selective synaptic plas-
ticity [54, 2], knowledge distillation [24], attention map dis-
tillation [13], and variational inference framework [30] for
model regularization in continual learning. However, these
methods suffer under longer task sequences and perform
poorly [7] in the online CL setup considered in this paper.

Parameter isolation methods allocate different subsets
of network parameters for each task to overcome forgetting.
Some methods [38, 53] under this category expand the net-
work for accommodating new tasks, whereas in other meth-
ods [28, 42, 39] a task-specific sub-network is selected by
masking out the parameters. Unlike these methods, we train
a fixed-sized network in online CL setting.

Memory based methods mitigate forgetting by either
storing a subset of old examples in the episodic mem-

ory for rehearsal [36, 33], or storing important gradient
spaces from the past tasks for constrained optimization [16,
40], or synthesizing old data from generative models for
pseudo-rehearsal [44]. Experience Replay (ER) [36, 9]
jointly trains the model on the samples from the new tasks
and episodic memory. Several recent methods expand on
this idea: Meta-Experience Replay (MER) [34] combines
episodic memory with meta-learning to maximize knowl-
edge transfer and minimize forgetting; GSS [4] stores ex-
amples in the memory for rehearsal based on the gradients;
Maximal Interfered Retrieval (MIR) [3] selects a minibatch
from the episodic memory for replay that incurs maximum
change in loss; Adversarial Shapley value Experience Re-
play (ASER) [43] uses shapley value scores for episodic
memory selection and retrieval; Hindsight Anchor Learn-
ing (HAL) [7] improves replay by adding an objective term
to minimize forgetting on the meta-learned anchor data-
points; Dark Experience Replay (DER++) [5] improves ER
by replaying network logits along with the ground truth la-
bels of the memory samples. Gradient Episodic Memory
(GEM) [25] and Averaged-GEM (A-GEM) [8] use sam-
ples from the memory to compute gradient constraint so that
loss on the past task does not increase. Guo et al. [18] im-
proved such methods by proposing a loss balancing update
rules in MEGA. Ebrahimi et al. [15] in RRR stores full im-
ages with the corresponding saliency maps in the episodic
memory and complements conventional experience replay
with a saliency-based regularization objective so that model
explanations for the past tasks have minimal drift. Our
method, EPR, also uses episodic memory for experience re-
play. However, unlike these methods, we neither store full
images nor store any saliency map in the episodic mem-
ory. Rather, leveraging the network’s reasoning process, we
store only a part (patch) of the image in the memory and use
them to remind the model about past decisions in replay.

Online continual learning (OCL) [27, 10] builds on top
of continual learning with additional set of realistic yet chal-
lenging desiderata. Here, model observes data one batch at
a time and learns from a single pass over these online data
stream. Here, model experiences new tasks (consisting of
new classes) or data non-stationary (non-IID input distribu-
tion) over time. In this work, we focus on two widely ex-
plored sub-classes of OCL namely online task-incremental
learning and online class-incremental learning. In the task-
incremental setup, an extra supervisory signal (task-ID) is
used to select task-specific head of classes over which infer-
ence is performed. Whereas in the class-incremental setup
inference is performed without any task-ID.

3. Background and Notations
Continual Learning Protocol. For online task-

incremental learning we follow the protocol used in [8].
Here, a model learns from an ordered sequence of
dataset, D = {D1, ... ,DT } consisting of T tasks, where
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Figure 1. (a) Conventional experience replay method, where full images are stored in the episodic memory and network is jointly trained
on these memory data and current task data. (b)-(c) Our experience packing and replay (EPR) method. (b) Experience packing, where only
the important part of the image for network prediction is selected using saliency method and stored in the episodic memory with the corner
coordinate, A = (xcord, ycord). (c) Experience packing increases sample diversity per class without memory increase. Stored memory
patches are zero-padded and replayed with the current examples.

Dk = {(Iki , tki , yki )nk
i=1} is the dataset of the k-th task. Each

example in these datasets consists of a triplet defined by an
input (Ik ∈ X ), an integer task-ID (tk ∈ T ) and a target
vector (yk ∈ yk), where yk is the set of labels specific to
task k and yk ⊂ Y . As in [8, 9, 7], we use the first K(< T )
Cross-Validation tasks to set the hyperparameters of the
continual learning algorithms. The remaining T −K tasks,
which is used for training and evaluation, is referred as
Training-Evaluation tasks. In this setup, the goal is to learn
a neural network, fθ : X × T → Y , parameterized by
θ ∈ RP , that maps any input pair (I, t) to its target output
y and maintains performance on all the prior tasks. For
online class-incremental learning, task-ID (tk) is omitted.

Saliency Map Generation. Saliency methods provide
visual explanations for the model predictions in terms of rel-
evant features in the input. For example, for an input RGB
image, I ∈ RW×H×C belonging to class c, these methods
generate a saliency map, Ism ∈ RW×H by assigning high
intensity values to the relevant image regions that contribute
to the model decision. The saliency map is generated by:

Ism = XAI (fθ, I, c) (1)

where XAI is a saliency method. Simonyan et al. [45] first
generated saliency maps using a pre-trained neural network.
Later works improved the quality of saliency maps [56, 51]
and reduced the cost for saliency computation [57, 41]. In
this work, we primarily use Gradient-weighted Class Acti-
vation Mapping (Grad-CAM) [41] as the saliency method.
It generates class-specific saliency maps based on gradients
back-propagated to the later convolutional layers, given the
model prediction. We describe the steps in detail in Ap-
pendix A. We also analyze the impact of other saliency
methods such as Grad-CAM++ [6], Smooth-Grad [46] and
FullGrad [47] on EPR performance in Section 6.

4. Experience Packing and Replay (EPR)
Experience Replay. Continual learning algorithms, es-

pecially OCL methods, have achieved SOTA performance
using experience replay [19, 5, 7]. These methods update
the model, fθ while storing a few samples from the train-
ing data (either randomly [9, 8, 34] or selectively [3, 4, 43])
into a replay buffer called episodic memory, ME . When
data from a new task becomes available, the model is jointly
trained on both the current and the episodic memory ex-
amples (Figure 1(a)). Thus, experience replay from ME

mitigates catastrophic forgetting by reminding the network
about the prior tasks. However, performance of these meth-
ods shows strong dependence on the number of samples
kept in the memory. Though with larger ME replay yields
better performance, designing effective experience replay
with small episodic memory [9, 7] still remains an open re-
search problem. This is because, the model performance be-
comes highly sensitive to the examples stored in a smaller-
sized ME . Moreover, lack of sample diversity (per class)
leads to higher overfitting to the memory examples, which
causes loss of generalization for the past tasks leading to
catastrophic forgetting [49]. To overcome these issues, we
propose a method to select and store only patches of im-
ages, instead of full images, from the past tasks in ME .
This enables us to pack diverse experiences from an image
class without any memory increase. Next, we introduce the
concept of Experience Packing Factor and describe how we
select these patches and use them during replay.

Experience Packing Factor (EPF). Let’s consider nsc

to be the number of (episodic) memory slots assigned for
each class. Here, one memory slot can contain one full
training image. For a given image, I ∈ RW×H×C and the
target patch size (from this image) Ip ∈ RWp×Hp×C (with
Wp ≤ W and Hp ≤ H) Experience Packing Factor (EPF)
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is defined as the following ratio:

EPF = nsc
W ×H

Wp ×Hp
. (2)

EPF is integer-valued and it refers to the number of patches
one can fit into the given memory slot, nsc, for any par-
ticular class. In our design, we consider square images
(W = H) and patches (Wp = Hp) and set EPF as a hyper-
parameter. Thus, for a given EPF we determine the image
patch size as:

Wp =

√
nsc

EPF
W. (3)

We take the floored integer value of Wp. Equation 3 tells
us, for instance, to pack 4 patches (EPF= 4) into 1 memory
slot (nsc = 1), the patch width (height) should be half of
the full image width (height).

Memory Patch Selection and Storage. Explainability
techniques [57, 41, 55] reveal that ANN bases its decision
on the class-discriminative localized features in the input
data (image). Hence, we propose to store only the impor-
tant part (patch) of that image and use it during replay to re-
mind the network about its past decision. We identify these
patches from the saliency maps (Section 3) of the full im-
ages. Therefore, while learning each task, we store only a
few training images in a small, fixed-sized FIFO ‘temporary
ring buffer’, MT [9]. At the end of each task, we extract the
desired number of patches from these images using saliency
maps and add them to the memory, ME . Note that, images
from MT are only used for patch selection and not used
in experience replay in the later tasks. Once the memory
patches are stored in ME , the temporary buffer, MT is
freed up to be reused in the next task. If we assume that
data from k-th task is available to the model until it sees the
next tasks (as in [15]), MT is not needed.

Let fk
θ is the trained model after task k. For each exam-

ples in MT : (I, tk, c) ∼ MT we generate the correspond-
ing saliency map, Ism using Equation 1. For given nsc and
chosen EPF, we obtain the (square) patch size (Wp ×Wp).
Then, we average-pool the saliency map, Ism with
kernel size Wp × Wp and stride (hyperparameter), Ssm.
We store the top left coordinate (xcord, ycord) of the ker-
nel (patch) that corresponds to maximum average-pooled
value. In other words, we identify a square region (of size
Wp × Wp) in the saliency map that has the maximum av-
erage intensity (Figure 1(b)). We obtain the memory patch
from the image, I by :

Ip = I(xcord : xcord +Wp, ycord : ycord +Wp). (4)

In our design, we keep a few more image samples in MT

per class than the number of image patches we store in ME .
As we will be using these patches with zero-padding (dis-
cussed next) for replay, for storage in ME , we want to pri-
oritize the patches that after zero-padding gives (or remain

Algorithm 1 Experience Packing and Replay (EPR)
Inputs: T : No. of tasks; nsc: No. of memory slots per class; EPF:
No. of patches per class; W : image width (height); α: learning rate;
Dtrain: training dataset; fθ : model with param θ; n: mini-batch size
Output: Updated model, fθ

1: MT ← {} ▷ ‘temporary ring’ buffer
2: ME ← {} ▷ episodic memory
3: Wp ← fpatch(nsc,EPF,W ) ▷ patch size from Eq. 3
4: for t ∈ 1, 2, ....., T do
5: for Bt n∼ Dtrain

t do ▷ from current dataset
6: (BME

, xcord, ycord)
n∼ME ▷ from episodic memory

7: BME
← Zero-pad(BME

, xcord, ycord)
8: θ ← SGD(θ,Bt ∪ BME

, α) ▷ update model with replay
9: MT ← Update-Ring-Buffer(MT ,Bt) ▷ [9]

10: end for
11: ME ← UPDATEMEMORY(ME ,MT , fθ,EPF,Wp) ▷

Appendix C
12: MT ← {} ▷ clear ‘temporary ring’ buffer
13: end for

closer to) the correct class prediction. Thus we Zero-pad
each image patch, Ip and check the model prediction. At
first, we populate the memory with the patches for which
model gives correct prediction. Then we fill up the remain-
ing slots in ME by the patches for which correct class is
in model’s Top3 predictions. Any remaining memory slot is
filled up from the remaining patches irrespective of model
predictions. Each selected image patch is then added to
ME = ME∪{(Ip, tk, c, xcord, ycord)}, with task-ID, class
label and localizable coordinates in the original image.

Replay with Memory Patches. Since the patches stored
in ME are smaller in size than the original images, we
Zero-pad these patches (Figure 1(c)) each time we use
them for experience replay. While zero-padding we place
these patches in the ‘exact’ position of their original images
using the coordinate values (xcord, ycord). Each sample,

Irep = Zero-pad (Ip, xcord, ycord) (5)

for replay will thus have the same dimensions as the sam-
ples of the current task. Throughout the paper, we use zero-
padding with the exact placement of the memory patches
for replay unless otherwise stated. We discuss other choices
for memory patch padding and placement in Section 6. The
pseudo-code of our algorithm is given in Algorithm 1.

5. Experimental Setup
Here, we describe the task-incremental learning setup. In

Section 6 we discuss the class-incremental learning setup.
Datasets. We evaluate our algorithm on three image

classification benchmarks widely used in continual learn-
ing. Split CIFAR [25] consists of splitting the original
CIFAR-100 dataset [23] into 20 disjoint subsets, each of
which is considered as a separate task containing 5 classes.
Split miniImageNet [9, 7, 14] is constructed by splitting
100 classes of miniImageNet [50] into 20 tasks where each
task has 5 classes. Split CUB [8, 9, 18] is constructed by
splitting 200 bird categories from CUB dataset [52] into 20

5276



tasks where each task has 10 classes. The dataset statistics
are given in Appendix B. We do not use any data augmen-
tation. All datasets have 20 tasks (T = 20), where first 3
tasks (K = 3) are used for hyperparameter selection while
the remaining 17 tasks are used for training. We report per-
formances on the held-out test sets from these 17 tasks.

Network Architectures and Training. For CIFAR and
miniImageNet, we use a reduced ResNet18 [7] with three
times fewer feature maps across all layers. For CUB, we
use a standard ImageNet pretrained ResNet18 [8, 9]. Sim-
ilar to [8, 9, 7, 18], we train and evaluate our algorithm in
‘multi-head’ setting [20] where a task-ID is used to select
a task-specific classifier. All the models are trained using
SGD with batch size of n = 10 for both the current and
memory examples. All experiments are averaged over 5
runs using different random seeds, where each seed corre-
sponds to a different model initialization and dataset order-
ing among tasks. A list of hyperparameters along with the
EPFs used in these experiments is given in Appendix D.

Baselines. From memory based methods, we com-
pare with A-GEM [8], MIR [3], MER [34], MEGA-I [18],
DER++ [5], ASER [43], HAL [7] and experience replay [9]
with ring (ER-RING) and reservoir (ER-Reservoir) buffer.
We also compare with EWC [21] which uses regularization
and RRR [15] that uses both memory replay and regular-
ization. We include two non-continual learning baselines:
Finetune and Multitask. Finetune, where a single model
is trained continually without any memory or regulariza-
tion, gives performance lower bound. Multitask is an oracle
baseline where a model is trained jointly on all tasks.

Performance Metrics. We evaluate the classification
performance using the ACC metric, which is the average
test classification accuracy of all tasks. We report backward
transfer, BWT to measure the influence of new learning on
the past knowledge. For instance, negative BWT indicates
forgetting. Formally, ACC and BWT are defined as:

ACC =
1

T

T∑

i=1

RT,i, BWT =
1

T − 1

T−1∑

i=1

−RT
i (6)

Here, T is the total number of sequential tasks, RT,i is the
accuracy of the model on ith task after learning the T th task
sequentially [25], and RT

i = max
l∈{1,...,T−1}

(Rl,i −RT,i) [7].

6. Results and Analyses
Task-incremental Learning Performance. First, we

compare the performance (ACC and BWT) of EPR with the
baselines. Table 1 summarizes the results, where for a given
nsc, episodic memory (of either ring or reservoir type) can
store up to |ME | examples. Here, nsc is the number of
memory slots per class and the memory size, |ME | is :

|ME | = nsc × no. of classes per task × no. of tasks. (7)

Results in Table 1 show that performance of EWC is al-
most identical to the ‘Finetune’ baseline. This indicates that
such method is ill-suited for online CL setup. When one
memory slot is assigned per class (nsc = 1), our method
(EPR) outperforms A-GEM and MEGA-I considerably for
all the datasets. Moreover, compared to the other expe-
rience replay methods, such as MIR, MER, DER++, and
ER, EPR achieves ∼ 2% and ∼ 3% accuracy improvement
for CIFAR and miniImageNet respectively with least for-
getting. In CUB, EPR obtains ∼ 5% accuracy improve-
ment over these baselines with only ∼ 2% forgetting. For
all datasets, EPR considerably outperforms ASER which
shows our saliency based memory storage offers better so-
lution for small-memory experience replay compared to the
shapely value based memory selection in ASER. Moreover,
for CUB dataset, EPR obtains ∼ 9% better accuracy with
∼ 2% less forgetting compared to RRR. This demonstrate
the benefit of saliency based input selection (for replay) in
EPR over the saliency map regularization in RRR.

Finally, we compare EPR with HAL [7] which holds the
SOTA performance in this setup. For the miniImageNet
tasks, EPR (with nsc = 1) achieves slightly better accuracy
than HAL, whereas HAL outperforms EPR at the CIFAR
tasks. However, in addition to the ring buffer, HAL uses
extra memory to store anchor points having the same size
of the full images for each class. Thus effectively, HAL
uses two memory slots per class (nsc = 2). In Table 1, we
compare EPR with HAL where EPR also uses two memory
slots per class. Under this iso-episodic memory condition,
EPR has better accuracy and lower forgetting than HAL for
both datasets. In this case (nsc = 2), EPR outperforms all
the other methods significantly. For all datasets, amount of
forgetting in EPR reduces with increase in memory size.

Class-incremental Learning Performance. In Ta-
ble 2(a), we compare EPR with SOTA baselines in class-
incremental learning setup for varying episodic memory
sizes. For CIFAR-100 (20 Tasks) and miniImageNet (10
Tasks) experiments, we used training setup the similar to
Continual Prototype Evolution (CoPE) [11] and ASER [43]
respectively. In this setup, ‘single-head’ inference is per-
formed without task-ID and EPR outperforms all the base-
lines achieving up to 3% ACC gain. All the subsequent
analyses are performed in task-incremental setup.

Padding and Placement of Memory Patches. Next,
we analyze the impact of different types of padding and
placement of the memory patches on the EPR perfor-
mance. For padding we have two different choices: we
can either Zero-pad these patches or we can pad these
patches with pixels sampled from normal Gaussian distri-
bution, which we refer to as Random-pad. Similarly, we
can place these patches either in the exact position of
their original image using stored coordinate values or we
can place them at random positions. Table 2(b) shows
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Table 1. Performance comparison in task-incremental learning setup. (*) indicates results for CIFAR and miniImageNet are reported from
HAL [7] and results for CUB are reported from ER-RING [9]. (†) indicates results are reported from ER-RING. We (re) produced all
the other results. Average and standard deviations are computed over 5 runs for different random seeds. No. of memory slots per class,
nsc={1, 2} refers to memory size, |ME |={85, 170} for CIFAR and miniImageNet, and |ME |={170, 340} for CUB.

Split CIFAR Split miniImageNet Split CUB

nsc Methods ACC (%) BWT ACC (%) BWT ACC (%) BWT

- Finetune* 42.9 ± 2.07 - 0.25 ± 0.03 34.7 ± 2.69 - 0.26 ± 0.03 55.7 ± 2.22 - 0.13 ± 0.03
EWC* [21] 42.4 ± 3.02 - 0.26 ± 0.02 37.7 ± 3.29 - 0.21 ± 0.03 55.0 ± 2.34 - 0.14 ± 0.02

1 RRR [15] - - - - 62.9 ± 1.33 - 0.04 ± 0.01
A-GEM* [8] 54.9 ± 2.92 - 0.14 ± 0.03 48.2 ± 2.49 - 0.13 ± 0.02 62.1 ± 1.28 - 0.09 ± 0.01
MIR* [3] 57.1 ± 1.81 - 0.12 ± 0.01 49.3 ± 2.15 - 0.12 ± 0.01 - -
MER* [34] 49.7 ± 2.97 - 0.19 ± 0.03 45.5 ± 1.49 - 0.15 ± 0.01 55.4 ± 1.03 - 0.10 ± 0.01
MEGA-I [18] 55.2 ± 1.21 - 0.14 ± 0.02 48.6 ± 1.11 - 0.10 ± 0.01 65.1 ± 1.30 - 0.05 ± 0.01
DER++ [5] 54.0 ± 1.18 - 0.15 ± 0.02 48.3 ± 1.44 - 0.11 ± 0.01 66.8 ± 1.36 - 0.04 ± 0.01
ASER [43] 55.4 ± 1.17 - 0.16 ± 0.01 48.2 ± 1.43 - 0.09 ± 0.01 66.2 ± 1.63 - 0.07 ± 0.02
ER-Reservoir† [9] 53.1 ± 2.66 - 0.19 ± 0.02 44.4 ± 3.22 - 0.17 ± 0.02 61.7 ± 0.62 - 0.09 ± 0.01
ER-RING* [9] 56.2 ± 1.93 - 0.13 ± 0.01 49.0 ± 2.61 - 0.12 ± 0.02 65.0 ± 0.96 - 0.03 ± 0.01
EPR (Ours) 58.5 ± 1.23 - 0.10 ± 0.01 51.9 ± 1.57 - 0.06 ± 0.01 72.1 ± 0.93 - 0.02 ± 0.01

2 RRR - - - - 67.1 ± 1.27 - 0.03 ± 0.01
MEGA-I 57.6 ± 0.87 - 0.12 ± 0.01 50.3 ± 1.14 - 0.08 ± 0.01 67.8 ± 1.30 - 0.04 ± 0.01
DER++ 56.3 ± 0.98 - 0.14 ± 0.01 50.1 ± 1.14 - 0.09 ± 0.01 70.7 ± 0.62 - 0.03 ± 0.01
ASER 57.5 ± 1.21 - 0.13 ± 0.01 50.1 ± 1.07 - 0.08 ± 0.01 69.9 ± 0.85 - 0.05 ± 0.01
ER-RING 58.6 ± 2.68 - 0.12 ± 0.01 51.2 ± 2.06 - 0.10 ± 0.01 68.3 ± 1.13 - 0.02 ± 0.01
HAL* [7] 60.4 ± 0.54 - 0.10 ± 0.01 51.6 ± 2.02 - 0.10 ± 0.01 - -
EPR (Ours) 60.8 ± 0.35 - 0.09 ± 0.01 53.2 ± 1.45 - 0.05 ± 0.01 73.5 ± 1.30 - 0.01 ± 0.01

- MultiTask* 68.3 - 63.5 - 65.6 -

Table 2. (a) ACC(%) comparison in class-incremental learning setup, where results for CIFAR-100 and miniImageNet baselines are taken
from [11] and [43] respectively. (b) Impact of padding, placement and selection method of memory patches on EPR performance (nsc = 1).

(a)

CIFAR-100 (20 Tasks) miniImageNet (10 Tasks)

Methods |ME |=1k |ME |=2k |ME |=1k |ME |=2k

GSS [4] 7.6 ± 1.81 9.9 ± 1.17 7.5 ± 0.50 10.7 ± 0.80

MIR [3] 9.0 ± 1.20 12.0 ± 1.84 8.1 ± 0.30 11.2 ± 0.70

ER [9] 7.9 ± 1.98 11.9 ± 3.42 8.7 ± 0.40 11.8 ± 0.90

ASER [43] - - 12.2 ± 0.80 14.8 ± 1.10

CoPE [11] 10.7 ± 1.13 14.8 ± 1.18 - -

EPR (Ours) 13.7 ± 0.84 16.3 ± 0.86 13.8 ± 0.23 15.6 ± 0.31

(b)

CIFAR miniImageNet CUB

Methods ACC (%) BWT ACC (%) BWT ACC (%) BWT

EPR (Zero-pad,exact) 58.5 - 0.10 51.9 - 0.06 72.1 - 0.02
EPR (Zero-pad,random) 57.0 - 0.11 51.5 - 0.06 71.9 - 0.02
EPR (Random-pad,exact) 57.2 - 0.11 49.7 - 0.07 71.5 - 0.02

Random Snip & Replay 53.6 - 0.14 49.5 - 0.08 67.4 - 0.05

Input Compression 56.7 - 0.12 49.6 - 0.08 69.6 - 0.03

that across all datasets, exact placement works slightly
better than random placement. This indicate that neu-
ral network remembers the past tasks better if it finds the
class-discriminative features in their original position dur-
ing replay. For all the datasets, zero-padding performs bet-
ter than random-padding (Table 2(b)), which indicates that
removing the background information completely serves as
a better reminder of past tasks for the network. Thus, in all
our experiments we use zero-padding with exact placement.
For this, we store a 2D coordinate value per memory patch
which has an insignificant overhead compared to |ME | .

Effectiveness of Saliency Guided Memory Selection.
A simple alternative to our saliency guided memory patch
selection is to randomly select a patch (of size Wp × Wp)
from the original image and use it for replay with zero-
padding. We refer to this method as ‘Random Snip & Re-
play’ and compare it with EPR in Table 2(b). For CIFAR

and CUB, EPR achieves ∼ 5% and for miniImageNet EPR
achieves ∼ 2.5% better accuracy than this baseline. We
investigate another simple ‘Input Compression’ baseline,
where we down-sample the images to desired sizes (com-
parable to EPR) and store in ME and for replay up-sample
them to the original sizes. Results in Table. 2(b) shows, EPR
outperforms this method by up to ∼ 2.5% implying that in-
put compression leads to higher loss in information. These
results show that saliency based memory patch selection
plays a key role in enabling high performance in EPR.

Experience Replay with Tiny Episodic Memories.
Next, we study the impact of buffer size, |ME | on the per-
formance of experience replay methods. In Table 1, we
reported the results for nsc = {1, 2} to provide a direct
comparison to the SOTA works. Here, we analyze whether
it is possible to reduce the memory size further and still
have an effective experience replay. This means, we con-
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Figure 2. Comparison of ACC for varying memory sizes for (a) Split CIFAR, (a) Split miniImageNet, and (c) Split CUB dataset. (d) ACC
for different Experience Packing Factors (EPFs) for different datasets in EPR (for nsc = 1). (e) Joint training accuracies on episodic
memory data compare buffer informativeness (for nsc = 1). (f) Total wall-clock training time for learning all the tasks sequentially.

sider the fractional values for nsc. In such cases, for in-
stance, nsc = 0.5 means only half of the seen classes
will have a sample stored in ME . Understandably this is
a challenging condition for standard experience replay as
many classes will not have any representation in the mem-
ory, leading to a sharp drop in performance. However,
in our method, we can set an appropriate EPF (≥ 1) for
any given nsc(> 0) and use Equation 3 to get the size of
the memory patches. This allows us to pack representative
memory patches from each class and preserve performance
of experience replay. In Figure 2(a)-(c) we show how the
performance (ACC) of different memory replay methods
varies with the memory size for different datasets. Here
we consider, nsc = {0.5, 0.75, 1, 2} which corresponds to
|ME | = {42, 64, 85, 170} for CIFAR and miniImageNet
and |ME | = {85, 128, 170, 340} for CUB. We also pro-
vide the results in tabular form in Appendix E (Table E.1).

The ‘Finetune’ baselines in these figures correspond to
nsc = 0 case, and hence, serve as lower bounds to the
performance. These figures show that ACC of memory re-
play methods such as ER-RING and MEGA-I falls sharply
and approaches ‘Finetune’ baselines as we reduce the mem-
ory size. DER++, which uses both stored labels and logits
during replay, performs slightly better than these methods.
However, it still exhibits high accuracy drop (up to ∼ 9%)
when memory size is reduced. In contrast, EPR shows high
resilience under extreme memory reduction. For example,
accuracy drop is only about ∼ 5% for CIFAR, ∼ 4% for
miniImageNet, and ∼ 3% for CUB dataset when memory
size is reduced by a factor of 4. Thus, among the memory
replay methods for CL, EPR promises to be the best option,
especially in the tiny episodic memory regimes.

EPF vs. Performance. In our design, EPF determines
how many image patches we can store per class for a given

nsc. A higher EPF would select smaller patches (Equa-
tion 3), and hence, increase the sample quantity (or di-
versity) per class. However, a large number of memory
patches, unlike full images, does not imply better perfor-
mance from experience replay. In this regard, feature lo-
calization quality in the saliency map gives us a better pic-
ture about the quality of these patches for experience re-
play. Figure 3 shows the saliency maps of different classes
for different datasets from our experiments. For larger-sized
and better quality images of CUB dataset, we observe that
Grad-CAM localizes the object better within small regions
of the images (Figure 3(c)). This gives us an impression
that important part of the image for network decision can
be captured with a smaller patch. Thus a higher EPF can
be chosen to select a larger number of high quality patches,
which would improve the performance of experience replay.
In contrast, for smaller-sized and low quality images of CI-
FAR, we observe that network’s decisions are distributed
over a large portion of the images (Figure 3(a)). Thus, a
smaller patch (for high EPF) here may not capture enough
information to be fully effective in experience replay. Fig-
ure 2(d) shows the impact of EPF on the performance of our
method for different datasets. Since, for nsc = 1, our meth-
ods with EPF = 1 is similar to ER-RING, we consider the
cases with EPF ≥ 2. For CUB, accuracy of EPR improves
as we increase EPF from 2 to 4. Beyond that point the ac-
curacy drops which indicates that the memory patches are
too small to capture all the relevant information in the given
images. For CIFAR, we obtain the best performance for
EPF = 2 and as we increase EPF we observe drop in accu-
racy. For miniImageNet, we obtain the best performance for
EPF = 3. These results support our observations that link
the size and quality of the memory patches to the quality of
object localization in saliency maps for a given dataset.
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Figure 3. (a) Saliency maps of images from (a) Split CIFAR, (b) Split miniImageNet, (c) Split CUB dataset. CIFAR images have the lowest
resolution whereas CUB images have the highest. With increasing image resolution we observe better object localization with Grad-CAM.

                                          

Figure 4. Patch selection from CUB dataset using various saliency
methods in EPR.

Informativeness of Memory Buffer. Generalization ca-
pability of a model trained on the samples from the memory
buffer, ME can reveal the informativeness of the buffer.
Thus, following Buzzega et al. [5], we compare the in-
formativeness of the EPR buffer with the buffers used in
DER++ and ER-RING. For each dataset, we train the cor-
responding model jointly on all the buffer data from all the
tasks. This training does not correspond to CL, rather it
mimics the multitasks learning. For EPR buffer, we train
the model with zero-padded memory patches. Figure 2(e)
shows the average (multitask) accuracy on the test set.
For all the datasets, models trained on EPR buffer achieve
the highest accuracy (better generalization). Thus, our
proposed experience packing method captures richer sum-
maries of underlying data distribution (without any memory
increase) compared to the other buffers. This reduces over-
fitting to the memory buffer, which in turn improves accu-
racy and reduces forgetting (Table 1, Appendix Table E.1).

Impact of Saliency Methods on EPR. To assess the
sensitivity of EPR to the choice of saliency algorithms, we
also used Grad-CAM++ [6], Smooth-Grad [46] and Full-
Grad [47] as saliency method in EPR. Results are com-
pared in Table 3, where we observe only a marginal varia-
tions (∼ 1%) in performance. Corresponding saliency maps
(Figure 4) show similar patches are being selected in EPR
by these methods. These findings indicate our method can
work with a wide variety of saliency methods.

Training Time Analysis. Finally, following SOTA
works, in Figure 2(f) we provide training time analysis of
the algorithms where algorithm-specific compute overheads
are captured in terms of extra time spent. We measured
time on a single NVIDIA GeForce GTX 1060 GPU. Com-
pared to the standard replay (ER-RING), EPR only takes
up to ∼ 30% extra time for training. This extra time is spent

Table 3. Impact of various saliency methods on EPR performance.

CIFAR miniImageNet CUB

Saliency Method ACC (%) BWT ACC (%) BWT ACC (%) BWT

Grad-CAM [41] 58.5 - 0.10 51.9 - 0.06 72.1 - 0.02

Grad-CAM++ [6] 58.0 - 0.10 51.6 - 0.07 72.4 - 0.02

Smooth-Grad [46] 57.5 - 0.12 51.1 - 0.07 72.0 - 0.02

FullGrad [47] 57.8 - 0.12 51.2 - 0.07 72.8 - 0.02

on saliency based patch selection and zero-padding. EPR
trades-off this computational overhead by gaining ∼ 7%
ACC improvement over ER-RING. Compared to other re-
cent works such as DER++ and MEGA-I, EPR trains faster
and performs better. HAL did not report training time for
the datasets under consideration, and hence, we could not
provide a comparison. Since, HAL and MER both have
meta-optimization steps (higher compute overhead), they
are expected to require much larger training time [7].

7. Conclusions
In this paper, we propose a new experience replay

method with small episodic memory for continual learning.
Using saliency maps, our method identifies the parts of the
input images that are important for model’s prediction. We
store these patches, instead of full images, in the memory
and use them with appropriate zero-padding for replay. Our
method thus packs the memory with diverse experiences,
and hence captures the past data distribution better without
memory increase. Comparison with the SOTA methods on
diverse image classification tasks shows that our method is
simple, fast, and achieves better accuracy with least amount
of forgetting. We believe that the work opens up rich av-
enues for future research. Firstly, better understanding of
the model’s decision process and better feature localiza-
tion with saliency methods would improve the quality of
the memory patches and hence improve experience replay.
Secondly, new replay techniques for the patches can be ex-
plored to reduce the memory overfitting further. Finally, fu-
ture studies can explore possible applications of our concept
in other domains such as in reinforcement learning [37].
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