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Abstract

In this paper, we present HOOT, the Heavy Occlusions
in Object Tracking Benchmark, a new visual object tracking
dataset aimed towards handling high occlusion scenarios
for single-object tracking tasks. The dataset consists of 581
high-quality videos, which have 436K frames densely an-
notated with rotated bounding boxes for targets spanning
74 object classes. The dataset is geared for development,
evaluation and analysis of visual tracking algorithms that
are robust to occlusions. It is comprised of videos with high
occlusion levels, where the median percentage of occluded
frames per-video is 68%. It also provides critical attributes
on occlusions, which include defining a taxonomy for oc-
cluders, providing occlusion masks for every bounding box,
per-frame partial/full occlusion labels and more. HOOT
has been compiled to encourage development of new meth-
ods targeting occlusion handling in visual tracking, by pro-
viding training and test splits with high occlusion levels.
This makes HOOT the first densely-annotated, large dataset
designed for single-object tracking under severe occlusion.
We evaluate 15 state-of-the-art trackers on this new dataset
to act as a baseline for future work focusing on occlusions.

1. Introduction

Visual object tracking is one of the most fundamental
problems in computer vision and a building block to larger
scale applications such as surveillance, assistive robotics,
smart home devices and self-driving vehicles [1, 2, 12, 13].
These real-world applications require very robust visual
tracking, especially if the algorithms are deployed for tasks
such as elder care or self-driving vehicles where safety is
the most important aspect. While major progress has been
made in recent years with the wide adoption of deep learn-
ing in visual tracking applications [6, 20, 22, 37, 39, 41],
there are still confounding factors (such as rotations, defor-
mations, occlusions and fast motion) that are widely known
to degrade tracking performance. These factors have been
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Figure 1: Sample frames from the HOOT benchmark show-
ing different classes with a variety of occluder masks pro-
vided with the dataset, colored according to the defined oc-
cluder taxonomy (solid: dark blue, sparse: purple, semi-
transparent: yellow, transparent: red). Images cropped to
regions of interest to better view the target rotated bounding
boxes and occluder masks.

provided as video and sometimes per-frame attributes in
pioneering single-object tracking (SOT) benchmarks like
OTB [35, 36] and VOT [16, 15], as well as in more recent
ones like LaSOT [9] and GOT-10k [11]. In this paper, we
aim to create a new benchmark devoted to training, evalua-
tion and analysis of visual trackers under severe occlusions.

Occlusions have always been a difficult challenge for vi-
sual trackers, as they represent a lack of visual signal com-
ing from the target object. This makes occlusions diffi-
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cult to model compared to other factors. Over the years,
many algorithms have focused on occlusions in tracking
applications [8, 18, 27, 30, 33]. In fact, occlusions have
been a crucial part of pedestrian and vehicle tracking and
datasets that are curated for these tasks [7, 34]. However,
representation have lagged behind in training and evalua-
tion benchmarks for generic single-object tracking (SOT)
until recently [11, 17]. Lack of heavy occlusion scenar-
ios in popular training and evaluation datasets has created
difficulty in development of new algorithms robust to oc-
clusion, since it is difficult to properly evaluate trackers’
performance against occlusions on low occlusion bench-
marks. This is starting to change with the recent HOB
dataset [17], the first evaluation benchmark in SOT to fo-
cus on high occlusion scenarios. HOB consists of 20 high
occlusion sequences and is annotated with a selection of
per-video occlusion-related attributes. However, it is very
limited in terms of dense annotations and dataset size com-
pared to HOOT, nor does it provide a training split.
HOOT, or the Heavy Occlusions in Object Tracking
Benchmark, is a new dataset for training and evaluation of
SOT algorithms under heavy occlusion scenarios. It con-
sists of 581 high-quality videos, totaling 436K frames. The
contributions of HOOT to visual tracking are as follows:

* The videos are curated such that 67.7% of all frames
have occlusions to varying degrees, examples of which
can be seen in Fig. 1. Target classes focus on everyday
items to encourage generic object tracking, since high
occlusion for subjects like persons and vehicles have
more specific datasets curated [7, 34].

* The videos are densely annotated with rotated bound-
ing boxes, and have a variety of occlusion-related
labels annotated per-frame. These include different
types of partial and full occlusion labels, as well as oc-
clusion by similar objects to the target. These attribute
annotations allow for extensive analysis of tracker per-
formance under occlusions and can be beneficial for
supervision during training.

* Dense occluder masks are given for all annotated
bounding boxes, as presented in Fig. 1. We define an
occluder taxonomy to go with these occluder masks,
to enable further analysis of tracking performance
against different types of occluders (e.g., transparent
vs. solid), as also identified in [17].

* The benchmark provides a resource to extensively
evaluate trackers against occlusions, which is not pos-
sible with current benchmarks with limited occlusion
representation and labels.

In addition to the introduction of this high occlusion
dataset for visual object tracking, we also benchmark a va-
riety of state-of-the-art trackers on HOOT. We provide anal-
yses for different occluder types, and present a baseline

for future work on occlusion invariant visual tracking algo-
rithms. While we provide both test and training splits, we
have kept training a baseline tracker on HOOT out of the
scope of the paper, since effectively using HOOT occlusion
labels for training would likely require a new generation of
trackers that can use occlusion labels during training, which
is a separate research direction.

2. Related Work
2.1. Single Object Tracking Benchmarks

This section provides a general overview of the datasets
aimed for single object tracking and the information they
provide about occlusions. We present an overview of
widely-used and recent related works in Table 1 and further
discuss how HOOT stands out amongst them below.

Starting from 2013, many datasets have been re-
leased that specifically address visual object tracking in
videos. While some of them include frame-level occlu-
sion information, others provide only video-level attributes.
ALOV300++, was one of the largest datasets in the field
at the time and contained a single video-level occlusion
(OCC) attribute [29]. OTB-2015 [36], a pioneering evalua-
tion dataset with 100 videos (extended from the 50 videos
in OTB-2013 [35]) includes video-level occlusion (OCC)
and out-of-view (OV) attributes, but do not provide per-
frame information on occlusions. Other datasets like NfS
[14], UAV213 [23] and TrackingNet [24] follow a similar
approach to annotating occlusions and provide video-level
annotations for varying attributes such as out-of-view (OV),
full occlusion (FOC) and partial occlusion (POC).

In addition to the video-level occlusion attributes men-
tioned above, many other datasets provide per-frame anno-
tations related to occlusions to varying extents. VOT, one
of the pioneering datasets in the field, has an annual chal-
lenge [15, 16], which has consisted of 60 videos that track-
ers are evaluated on. While VOT provides per-frame bi-
nary occlusion tags that can indicate either partial or full
occlusion, they do not provide absence labels that indicate
frames where the target leaves the frame. These occlusion
tags are helpful to evaluate trackers on occlusions; however,
occlusion representation in VOT videos are generally low
(around 10% over the years). This makes it difficult to eval-
uate trackers specifically addressing occlusion on the VOT
challenge. Similarly to VOT, NUS-PRO [19] provides by-
frame occlusion labels. However, instead of one binary oc-
clusion label, they provide separate labels for partial and
full occlusion cases.

More recently, the popular benchmark LaSOT [9] only
provides absence labels per-frame for its 1.4K videos. Ab-
sence labels alone are not suitable to train or analyze track-
ers against per-frame partial or full occlusions, which de-
grade tracker performance significantly. OxUvA [31], an
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General Dataset Statistics

OTB2015 [36] VOT2021 [15] UAV123 [23] TrackingNet [24] GOT-10k [11] LaSOT [9] HOB [17] TOTB [10] ‘ HOOT

Num. of Videos 100 60 123
Num. of Frames 59K 20K 113K
Num. of Classes 22 30 9
Frame Rate (fps) 30 30 30
Avg. Duration (sec) 20 11 31

Train/Test Set X1V X1V X1V

Occlusion Related Information

31K 10K 1.4K 20 225 581
14M 1.5M 3.2M 55K 87K 436K
21 563 70 9 15 74

30 10 30 - 30 30-60
16 15 84 - 12.7 22
IV IV x4 X1/ X1V IV

‘ OTB2015 [36] VOT2021 [15] UAV123 [23] TrackingNet [24] GOT-10k [11] LaSOT [9] HOB [17] TOTB [10] ‘ HOOT

Video-Level Attr.
Frame Absence
Frame Full Occ.
Frame Partial Occ.
Frame Occ. Level
Occluder Types
Occlusion Masks

X X X X X X N\
> X X N\ %\
X X X X X X K\

<

X X X X X X N\
XX NNSNSS
X X X X X% NN
x W% X% % NS
P NN
AN NA YN

Table 1: An overview of recent and widely-used visual object tracking benchmarks compared to HOOT. First part of the table
focuses on general statistics, while the second part focuses on occlusion specific information provided by these benchmarks.
HOQOT stands out as the dataset that provides the most detailed occlusion data per-frame.

evaluation benchmark focused on long-term tracking, also
provides absence labels per-frame. Another evaluation
benchmark focused on transparent targets, TOTB [10], also
provides per-frame absence and full-occlusion labels.

On the other hand, GOT-10k [11], a 10K video bench-
mark aimed towards generic, one-shot visual tracking, be-
came one of the first visual tracking datasets that annotated
occlusions in most detail. Along with absence and cut-by-
frame labels per-frame, GOT-10k also provides an occlu-
sion level for the target in each frame in the form of 9 labels
ranging from fully-occluded to full-visible. While these
were the most detailed occlusion labels yet, they did not
provide location of the occlusion or the type of occluder.
Occluder types only became of interest with the recent re-
lease of the evaluation dataset HOB [17], where videos were
tagged with labels indicating the target was occluded by a
similar object or a transparent object. Unfortunately, HOB
does not provide per-frame partial occlusion information,
nor does it provide occluder types per-frame. Moreover, it
is only annotated every 15th frame, compared to the dense
annotations in HOOT. With HOOT, we extend the occlusion
level labels from GOT-10k by providing occluder masks for
each frame, and inspired by some occluder types introduced
in HOB, define a taxonomy for occluders, to help analyze
tracker performance against each of them separately.

2.2. Other Benchmarks

Heavy occlusion representation has also started to gain
attention in other computer vision tasks. One of most
related works to HOOT in this aspect is the OVIS (or
Occluded Video Instance Segmentation) Benchmark [26].
OVIS is the first benchmark in video instance segmentation

to focus on heavy occlusions. They provide segmentation
masks for objects of 25 different classes that consists of an-
imals, vehicles and persons. In terms of objects classes, we
believe that OVIS can be highly complementary to HOOT,
which consists mainly of everyday objects. OVIS has the
following occlusions distributions for the instances in the
benchmark: 18.2% no occlusion, 55.5% slight occlusion,
and 26.3% severe occlusion. While OVIS and HOOT are
both occlusion heavy, OVIS computes occlusion levels con-
sidering intersections of instance bounding boxes, whereas
HOOT annotates all types of occlusions on the target objects
to represent occluded regions as accurately as possible.

Multi-object tracking is another closely related field
which has been paying attention to occlusions. Unlike
single-object tracking benchmarks mentioned in the pre-
vious section, the most widely-used multi-object track-
ing benchmark MOT, annotates all occluders and visibil-
ity ratios [7]. Another multi-object tracking benchmark,
UA-DETRAC [34], also labels per-frame occlusions using
bounding box intersections, and provides visibility ratios.
However, both of these benchmarks focus solely on pedes-
trian and vehicles, whereas HOOT covers a wider number
of objects from everyday life.

Lastly, addressing pedestrian detection, CityPersons [38]
is one of the first datasets to focus on high occlusion repre-
sentation and provides visibility regions for each bounding
box. The rough occlusion masks provided by CityPersons
were successfully used to predict occluded regions in works
like [25]. These examples show that just like visual object
tracking, many other computer vision communities are pay-
ing more and more attention to heavy occlusions.
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Figure 2: Target class distribution in HOOT.

3. HOOT Benchmark

In this section, we present the Heavy Occlusions in
Object Tracking (or HOOT in short) Benchmark in de-
tail. ~ This main introduction to HOOT will include
the design choices made for the benchmark, a gen-
eral overview of statistics, details about data collection
and annotation phases, in-depth statistics on occlusion-
related attributes and evaluation protocols. The full
dataset, along with evaluation results will be released at
https://www.hootbenchmark.org.

3.1. Benchmark Design

As we discussed in Section 1, HOOT is aimed to be the
first occlusion-heavy benchmark in visual object tracking
that has dense annotations for occlusions and to provide a
space to evaluate new algorithms against occlusions. State-
of-the-art trackers still suffer huge performance drops when
evaluated on high occlusion scenarios (see supp. material
Section 1), and HOOT can facilitate further development of
occlusion robust trackers in the field. In collection and an-
notation of the benchmark, we observed the following de-
sign choices:

Heavily Occluded Targets: To encourage development
and extensive analysis of occlusion invariant trackers, we
designed the benchmark to be occlusion heavy. 67.7% of
all frames in HOOT have occlusion while previous SOT
benchmarks with per-frame occlusion annotations like VOT
and GOT-10k have much lower occlusion representation
(around 10% for VOT and 15.43% for GOT-10k [11]). The
median percentage of occlusion in HOOT videos is 68%.

Dense Occlusion Attributes: Since HOOT highlights
addressing occlusions in tracking, we designed the bench-
mark to densely annotate types of occlusions that exists in
each frame. Therefore, instead of focusing on attributes like
illumination variance or rotations, we curated HOOT to in-

clude 6 occlusion attributes annotated per-frame: absent,
full occlusion, cut-by-frame, partial occlusion, occluded-
by-similar-object and occluded-by-multiple-occluder-types.
Moreover, we designed a taxonomy for occluders which are
further detailed in Section 3.2.

Dense Occluder Masks: Instead of pixel-level target
segmentation, HOOT provides a rotated bounding box for
the target in each frame, as well as occluder masks for ev-
ery bounding box. Occluder masks were created using poly-
gons, instead of pixel-wise labeling, due to the cost of pixel-
level annotations. These occluder masks (Fig. 1), coupled
with the occluder taxonomy defined for the benchmark, pro-
vide valuable information on the level of visual signal com-
ing from the target in every frame. They can also be helpful
for training occlusion-aware visual trackers and performing
in depth analyses for new tracking algorithms.

Class Distribution: As discussed in Section 2, outside
of SOT benchmarks, much attention has been paid to oc-
clusions for targets like persons or vehicles. Therefore, we
curated HOOT such that it can be complementary to these
other datasets. Thus, most of the videos in HOOT come
from everyday objects that appear in common detection or
tracking datasets. The variety of classes in HOOT makes
it a benchmark that is more geared towards generic object
tracking. The class distribution can be found in Fig. 2.

Both Training and Evaluation: The benchmark is also
designed to be large enough to provide options for both
training and evaluation of trackers. The videos in HOOT
can be used along with other low-occlusion datasets to train
more occlusion-invariant trackers. We believe using HOOT
annotations effectively to train more occlusion-robust track-
ers can be a wider research topic and have kept it out of the
scope of this paper. We expect HOOT to grow in the future
and continue being an important resource to address the dif-
ficult problem of occlusions in visual object tracking.
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Figure 3: Video-level distribution for target, motion and occlusion attributes in HOOT.

3.2. Benchmark Overview

This section gives further details on the benchmark, in-
cluding general statistics and more importantly, extensive
statistics for its occlusion-related attributes.

HOQOT comprises 581 high-quality videos (1080p or
higher, with frame rates of 30-60fps), with on average 22.5
seconds of duration per video. The dataset has over 3 hours
of footage, and provides almost 436K frames. Further de-
tails can be found in Table 2. The distribution of the 74
object classes in the benchmark can be found in Fig. 2.

The benchmark has 13 labeled attributes which include
target (3), motion (4), and occlusion (6) related attributes.
Target and motion attributes are labeled only per-video,
while occlusion attributes are labeled both per-frame and
video.

3.2.1 Target & Motion Attributes

Target related attributes define whether the target is de-
formable, self-propelled (not moved by a human or device)
or animate. The deformable attribute allows us to keep track
of videos where bounding boxes may be less accurate when
a deformable object changes shape while being occluded.
As expected for controlled occlusion scenarios, many of the
videos for everyday objects include targets moved by hu-
man subjects, which is annotated using the self-propelled
attribute. During our evaluations, we did not observe a pat-
tern where trackers locked on the hand moving the objects
that are not self-propelled.

We also label 4 motion attributes per-video. The camera-
motion tags videos that might exhibit varying amounts of
camera motion. While most of the targets in HOOT are dy-
namic (represented by the attribute dynamic-target), there
are some static target scenarios, where occlusions are either
caused by parallax (camera moving to cause occlusions) or
moving occluders (while camera is static). These cases are
represented by the attributes parallax and moving-occluder.
The distributions of target and motion-related attributes in
HOOT are given in Fig. 3a and Fig. 3b.

Total # of Videos 581 || Min. # of Frames 41 Min. Duration 0.98sec
Total # of Classes 74 | Max. # of Frames 4596 || Max. Duration Imin 38sec
Total # of Attributes 13 || Avg. # of Frames 750 Avg. Duration 22.5sec

21.6sec
3hr 38min

Total # of Occ. Attributes 6
Percentage of Occ. Frames | 68% | Total # of Frames

Median # of Frames | 708 Median Duration
435,790 || Total Duration

Table 2: General statistics for the HOOT Benchmark.

3.2.2 Occlusion Attributes

The main contribution of HOOT to the visual object track-
ing field is the dense occlusion-related annotations it pro-
vides. These are:

* 6 occlusion attributes, labeled by-frame,

* A taxonomy of occluder types, and

* Occlusion masks for every target bounding box, la-
beled by the defined taxonomy.

As mentioned in Section 3.1, the 6 occlusion attributes
annotated per-frame are: absent, full occlusion, cut-by-
frame, partial occlusion, occluded-by-similar-object and
occluded-by-multiple-occluder-types. Video level distribu-
tions for these attributes can be seen in Fig. 3¢ and frame-
level distributions are given in Fig. 5a, which shows target
is partially occluded in 59.9% of the frames. Full occlusion
and absent cases are represented, but occur considerably
less often than other scenarios, since long-term tracking was
not in the scope of the project. The targets are only out of
the frame for 0.8% of the frames, which is 3.6K frames.

Along with heavy partial occlusions in the frame, the
benchmark also has a significant representation for cut-
by-frame (where object moves partially out of the frame).
Frames labeled multiple-occluder-types can help analyze
trackers against increasingly complex occluders. Moreover,
the occluded-by-similar-object labels can help assess per-
formance when the target is occluded by objects that can
also be considered distractors.

In addition to these 6 occlusion attributes labeled per-
frame, HOOT is also densely annotated with 4 occluder
types. This occluder taxonomy has been defined as follows,
with visual examples for each type given in Fig. 4:
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(b) Sparse occluders (for targets coin, potted plant, cup and book).

1o

(c) Semi-transparent occluders (for targets ball, shoe, Rubik’s cube
and potted plant.

(d) Transparent occluders (for targets rag, orange, plate and glass.

Figure 4: Sample images of different types of occluders de-
fined in the benchmark taxonomy.

* Solid - where occluder completely blocks visual infor-
mation from target (e.g. tree trunk, wall).

* Sparse - where occluder is formed of sparsely dis-
tributed solids that allow varying levels of visual infor-
mation from the target (e.g. foliage, railings, blinds).
This allows us to not label these complex occluders
with pixel-level segmentation.

* Semi-Transparent - where object is covered fully by
an occluder that allows some altered visual informa-
tion to pass through (e.g. frosted glass, colored plastic,
tight meshes).

» Transparent - where object is covered fully by an oc-
cluder that allows mostly unaltered visual information
to pass through (e.g. glass, clear plastic).

The occluder types defined above are especially impor-
tant for the dense occlusion masks provided with HOOT. As
can be seen from the sample images in Fig. 1, every mask
is labeled by the type of occluder corresponding to it. This
ensures rough pixel-level information about the occlusion
level of the target in the bounding box. For example, more
visual information from the target can be obtained from ar-
eas marked by a transparent occluder, compared to a solid
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Figure 5: (a) Per-frame occlusion related attributes in
HOOT. (b) Target occlusion levels per occluder type across
all partially occluded frames in HOOT. Full solid occlusion
means target is fully occluded, which is why solid occlu-
sion does not have partially occluded frames with occlusion
ratio 1.0 while other types might.

occluder. With these masks, we can compute a percentage
level of occlusion for the target in each frame, using the in-
tersection of occluder masks with the target bounding box.
Fig. 5b shows the distribution of occlusion ratios for frames
where the target is partially occluded. Overall, we find that
17.6%, 22%, 36% and 48% of the partially occluded frames
in HOOT contain transparent, semi-transparent, sparse and
solid occluders respectively.

3.3. Video Collection & Annotation

The videos in HOOT were collected by the authors and
other recruited contributors (including graduate students),
in a variety of environments (public and private) to increase
variations in backgrounds. The recruits were given a tutorial
about the general aim of the dataset and the taxonomy of
occluders, as well as sample videos taken by the authors.
The collected videos were cut by the authors to make sure
full object visibility in the first frame and heavy occlusion.

The annotation of the collected videos were performed
by a team of graduate students, using the Computer Vision
Annotation Tool (CVAT) [28]. The annotation team was
trained by the authors for consistent annotation and were
given continuous feedback during the process. Two rounds
of validation were performed before evaluation to make sure
the annotations were of high standard. Further details on
the procedures followed for collection and annotation can
be found in the supp. material, Section 2.

3.4. Evaluation Protocols

Inspired by LaSOT [9], we propose two protocols to
evaluate trackers on the HOOT benchmark.

Protocol I This protocol includes all 581 videos in the
benchmark, and aims to provide a playground to evaluate
and analyze trackers against different kinds of occlusions.
This protocol assumes that the evaluated trackers have not
utilized any of the HOOT videos during development.
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Protocol I (All videos) Protocol II (Test Split)

Tracker Backbone Venue Precision | Norm. Precision | Success Precision | Norm. Precision | Success
SiamRPN [21] AlexNet CVPR’18 0.102 0.366 0.322 0.102 0.362 0.312
SiamMask [32] ResNet-50 CVPR’19 0.126 0.413 0.354 0.137 0.443 0.371
ATOM [5] ResNet-18 CVPR’19 0.121 0.415 0.356 0.121 0.420 0.352
SiamRPN++ [20] ResNet-50 CVPR’19 0.140 0.447 0.392 0.142 0.448 0.389
SiamRPN++ (LT) [20] ResNet-50 CVPR’19 0.135 0.417 0.382 0.148 0.440 0.394
SiamDW [40] CIResNet-22 [ CVPR’19 0.092 0.348 0.305 0.106 0.361 0.316
DiMP [3] ResNet-50 ICCV’19 0.143 0.470 0.407 0.137 0.462 0.399
PrDiMP [6] ResNet-50 CVPR’20 0.142 0.467 0.404 0.142 0.486 0.420
Ocean [41] ResNet-50 ECCV’20 0.142 0.475 0.399 0.134 0.467 0.389
SuperDiMP [3, 6] ResNet-50 - 0.152 0.499 0.435 0.141 0.495 0.427
TransT [4] ResNet-50 CVPR’21 0.492
KeepTrack [22] ResNet-50 ICCV’21 0.177 0.578 0.492 0.169 0.484
AutoMatch [39] ResNet-50 ICCV’21 0.158 0.480 0.399 0.160 0.478 0.394
Stark-ST50 [37] ResNet-50 ICCV’21 0.557 0.488 0.563

Stark-ST101 [37] ResNet-101 ICCV’21 0.212 0.216 0.571

Table 3: Overall performance results for 15 state-of-the-art trackers on HOOT protocols defined in Section 3.4. Metrics are
computed as described in Section 4.1. Green, red and orange numbers represent the top 3 performers.
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Figure 6: Success curves for the state-of-the-art trackers
evaluated on HOOT. The trackers are ranked according to
AUC.

Protocol II For protocol II, we provide a smaller test
split for evaluation of tracking algorithms on heavy occlu-
sion scenarios. The test split contain 130 videos. Two
videos were selected randomly from each object class that
has at least 3 videos in the benchmark, creating a class-
balanced test split. The total number of frames in the 130
test split videos is 95K. The distributions of occlusion-
related attributes and occluder types can be found in the
supp. material, Section 3. For this protocol, the rest of the
videos in HOOT are available to use for algorithm develop-
ment and training.

4. Experiments

In this section, we benchmark various state-of-the-art
tracking algorithms on HOOT protocols and give analyses
for different occlusion attributes.

4.1. Performance Metrics

HOOT uses One-Pass Evaluation (or OPE) for evalua-
tions, like many datasets in the field [9, 24, 36]. The met-
rics used to compute performance are success, precision and
normalized precision. Success is computed using the Inter-
section over Union (IoU) between the predicted and ground
truth boxes, where a success represents IoU (or overlap) be-
ing higher than some threshold. For success, tracking algo-
rithms are ranked using Area Under the Curve (AUC) be-
tween 0 and 1. We also adopt precision and normalized
precision, the latter of which was defined in [24]. Precision
is calculated by looking at the percentage of frames where
the distance between the predicted and ground truth boxes
are under a certain threshold [35]. On the other hand, nor-
malized precision takes into account resolution and object
scale changes, by normalizing this distance with the size of
the ground truth bounding box [24]. All performance results
were computed by converting the rotated bounding boxes in
HOOT to axis-aligned boxes, which is the output format of
most trackers.

4.2. Overall Performance

In this section, we evaluate 15 recent trackers on
both protocols of HOOT, and present the results on the
metrics defined above in Table 3. We chose track-
ers that have publicly-available code and released model
weights for our evaluations. The evaluated trackers rep-
resent a variety of visual tracker types. We evaluate
5 fully-convolutional Siamese trackers: SiamRPN [21],
SiamMask [32], SiamRPN++ and its long term configura-
tion SiamRPN++ (LT) [20], as well as SiamDW [40]. We
also evaluate recent works that train online. These include
ATOM [5], which trains an online classifier, and DiMP [3],
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Figure 7: Success curves for the different occluder types annotated in HOOT, computed for Protocol 1.
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Figure 8: Success curves for some attributes annotated in
HOOT, computed for Protocol 1.

which trains an online model optimizer, as well as DiMP
variants PrDiMP [6] and SuperDiMP. KeepTrack [22], a re-
cent tracker based on SuperDiMP, focuses on keeping track
of distractors by utilizing a target candidate association net-
work. Ocean [41] is an anchor-free tracker, which is also
the baseline to the recent AutoMatch [39]. Finally, TransT
[4] and Stark [37] use transformers for visual tracking.

Overall, trackers performed poorly on HOOT with best
performers TransT, KeepTrack and Stark suffering 15-17%
drops compared to the performance they achieved for La-
SOT (supp. material, Section 1). Similar to [17], this shows
that state-of-the-art trackers are still vulnerable to heavy
occlusion scenarios. Moreover, it justifies the addition of
HOOT to the field as both an extensive evaluation and a
training resource (with its dense occlusion labels). Success
curves for both protocols can be seen in Fig. 6, with quali-
tative results in the supp. material, Section 4.

4.3. Evaluation on Occlusion Attributes

We also evaluate trackers on different per-video occluder
attributes, using Protocol 1. Success plots for videos that
contain solid, sparse, semi-transparent and transparent oc-

cluders can be viewed in Fig. 7. We notice a larger drop in
performance for semi-transparent occluders, which means
these will affect trackers the most in the wild even though
some visual information on the object is present.

Fig. 8 shows the success plots for the HOOT videos that
include cases of object being fully occluded and occluded
by a similar object. We found that top transformer trackers
suffered larger drops compared to KeepTrack for full oc-
clusion, while SiamRPN++ (LT) raised in ranking since it
focuses on long-term tracking. As can be seen in Fig. 8b,
similar occluders affects the trackers the most. The AUC
scores for all trackers suffer major drops, including Keep-
Track, which focuses on handling distractors. Further re-
sults and discussions for all other attributes can be found in
the supp. material Section 5 due to space limitations.

5. Conclusions

In this paper, we introduce HOOT, the Heavy Occlusions
in Object Tracking Benchmark and evaluate state-of-the-art
trackers on the heavy occlusion scenarios presented in the
dataset. HOOT is the first dataset in single object tracking
that annotates occlusions in detail for each frame. It pro-
vides occluder masks for every box in the dataset, and de-
fines an occluder taxonomy to analyze trackers using their
performance against different occluders. With two evalu-
ation protocols, HOOT allows for training and testing of
trackers against heavy occlusions, and it can facilitate the
development of increasingly occlusion-robust tracking al-
gorithms in the future.
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