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Abstract

Partial domain adaptation which assumes that the un-
known target label space is a subset of the source label
space has attracted much attention in computer vision. De-
spite recent progress, existing methods often suffer from
three key problems: negative transfer, lack of discriminabil-
ity, and domain invariance in the latent space. To alleviate
the above issues, we develop a novel ‘Select, Label, and
Mix’ (SLM) framework that aims to learn discriminative in-
variant feature representations for partial domain adapta-
tion. First, we present an efficient “select” module that au-
tomatically filters out the outlier source samples to avoid
negative transfer while aligning distributions across both
domains. Second, the “label” module iteratively trains the
classifier using both the labeled source domain data and
the generated pseudo-labels for the target domain to en-
hance the discriminability of the latent space. Finally, the
“mix” module utilizes domain mixup regularization jointly
with the other two modules to explore more intrinsic struc-
tures across domains leading to a domain-invariant latent
space for partial domain adaptation. Extensive experiments
on several benchmark datasets for partial domain adap-
tation demonstrate the superiority of our proposed frame-
work over state-of-the-art methods. Project page: https:
//cvir.github.io/projects/slm

1. Introduction

Deep neural networks usually have recently shown im-
pressive performance on many visual tasks by leveraging
large collections of labeled data. However, they usually
do not generalize well to domains that are not distributed
identically to the training data. Domain adaptation [10, 45]
addresses this problem by transferring knowledge from a
label-rich source domain to a target domain where labels
are scarce or unavailable. However, standard domain adap-
tation algorithms often assume that the source and target do-
mains share the same label space [11, 13, 25, 26, 27]. Since

large-scale labelled datasets are readily accessible as source
domain data, a more realistic scenario is partial domain
adaptation (PDA), which assumes that target label space is
a subset of source label space, that has received increasing
research attention recently [2, 8, 9, 17].

Several methods have been proposed to solve partial do-
main adaptation by reweighting the source domain sam-
ples [2, 8,9, 17, 49, 53]. However, (1) most of the existing
methods still suffer from negative transfer due to presence
of outlier source domain classes, which cripples domain-
wise transfer with untransferable knowledge; (2) in absence
of the labels, they often neglect the class-aware information
in target domain which fails to guarantee the discriminabil-
ity of the latent space; and (3) given filtering of the out-
liers, limited number of samples from the source and target
domain are not alone sufficient to learn domain invariant
features for such a complex problem. As a result, a do-
main classifier may falsely align the unlabeled target sam-
ples with samples of a different class in the source domain,
leading to inconsistent predictions.

To address these challenges, we propose a novel end-to-
end Select, Label, and Mix (SLM) framework for learn-
ing discriminative invariant features while preventing neg-
ative transfer in partial domain adaptation. Our framework
consists of three unique modules working in concert, i.e.,
select, label and mix, as shown in Figure 1. First, the se-
lect module facilitates the identification of relevant source
samples preventing the negative transfer. To be specific,
our main idea is to learn a model (referred to as selector
network) that outputs probabilities of binary decisions for
selecting or discarding each source domain sample before
aligning source and target distributions using an adversarial
discriminator [12]. As these decision functions are discrete
and non-differentiable, we rely on Gumbel Softmax sam-
pling [20] to learn the policy jointly with network parame-
ters through standard back-propagation, without resorting
to complex reinforcement learning settings, as in [8, 9].
Second, we develop an efficient self-labeling strategy that
iteratively trains the classifier using both labeled source do-
main data and generated soft pseudo-labels for target do-
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Figure 1: A conceptual overview of our approach. Our proposed approach adopts three unique modules namely Select, Label and Mix
in a unified framework to mitigate domain shift and generalize the model to an unlabelled target domain with a label space which is a
subset of that of the labelled source domain. Our Select module discards outlier samples from the source domain to eliminate negative
transfer of untransferable knowledge. On the other hand, Label and Mix modules ensure discriminability and invariance of the latent space
respectively while adapting the source classifier to the target domain in partial domain adaptation setting. Best viewed in color.

main to enhance the discriminabilty of the latent space. Fi-
nally, the mix module utilizes both intra- and inter-domain
mixup regularizations [52] to generate convex combinations
of pairs of training samples and their labels in both do-
mains. The mix strategy not only helps to explore more
intrinsic structures across domains leading to an invariant
latent space, but also helps to stabilize the domain discrim-
inator while bridging distribution shift across domains.
Our proposed modules are simple yet effective which
explore three unique aspects for the first time in par-
tial domain adaptation setting in an end-to-end manner.
Specifically, in each mini-batch, our framework simulta-
neously eliminates negative transfer by removing outlier
source samples and learns discriminative invariant features
by labeling and mixing samples. Experiments on four
datasets illustrate the effectiveness of our proposed frame-
work in achieving new state-of-the-art performance for
partial domain adaptation (e.g., our approach outperforms
DRCN [22] by 18.9% on the challenging VisDA-2017 [36]
benchmark). To summarize, our key contributions include:

* We propose a novel Select, Label, and Mix (SLM)
framework for learning discriminative and invariant
feature representation while preventing intrinsic neg-
ative transfer in partial domain adaptation.

* We develop a simple and efficient source sample se-
lection strategy where the selector network is jointly
trained with the domain adaptation model using back-
propagation through Gumbel Softmax sampling.

* We conduct extensive experiments on four datasets, in-
cluding Office31 [38], Office-Home [43], ImageNet-
Caltech, and VisDA-2017 [36] to demonstrate superi-
ority of our approach over state-of-the-art methods.

2. Related Works

Unsupervised Domain Adaptation. Unsupervised do-
main adaptation which aims to leverage labeled source

domain data to learn to classify unlabeled target domain
data has been studied from multiple perspectives (see re-
views [10, 45]). Various strategies have been developed for
unsupervised domain adaptation, including methods for re-
ducing cross-domain divergence [13, 25, 40, 41], adding
domain discriminators for adversarial training [7, 11, 12,
25, 26, 27, 35, 42] and image-to-image translation tech-
niques [16, 18, 33]. UDA methods assume that label spaces
across source and target domains are identical unlike the
practical problem we consider in this work.

Partial Domain Adaptation. Representative PDA methods
train domain discriminators [3, 4, 53] with weighting, or use
residual correction blocks [22, 24], or use source examples
based on their similarities to target domain [5]. Most rele-
vant to our approach is the work in [8, 9] which uses Rein-
forcement Learning (RL) for source data selection in partial
domain adaptation. RL policy gradients are often complex,
unwieldy to train and require techniques to reduce variance
during training. By contrast, our approach utilizes a gra-
dient based optimization for relevant source sample selec-
tion which is extremely fast and computationally efficient.
Moreover, while prior PDA methods try to reweigh source
samples in some form or other, they often do not take class-
aware information in target domain into consideration. Our
proposed approach instead, ensures discriminability and in-
variance of the latent space by considering both pseudo-
labeling and cross-domain mixup with sample selection in
an unified framework for PDA.

Self-Training with Pseudo-Labels. Deep self-training
methods that focus on iteratively training the model by us-
ing both labeled source data and generated target pseudo-
labels have been proposed for aligning both domains [19,
31, 39, 54]. Majority of the methods directly choose hard
pseudo-labels with high prediction confidence. The works
in [55, 56] use class-balanced confidence regularizers to
generate soft pseudo-labels for unsupervised domain adap-
tation that share same label space across domains. Our
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Figure 2: Illustration of our proposed framework. Our framework consists of a feature extractor G which maps the images to a common
latent feature space, a classifier network F to provide class-wise predictions, a domain discriminator D to reduce domain discrepancy,
and a selector network H for discarding outlier source samples (“Select”) to mitigate the problem of negative transfer in partial domain
adaptation. Our approach also comprises of two additional modules namely “Label” and “Mix” that works in conjunction with the “Select”
module to ensure the discriminability and domain invariance of the latent space. Given a mini-batch of source and target domain images,
all the components are optimized jointly in an iterative manner. See Section 3 for more details. Best viewed in color.

work on the other hand iteratively utilizes soft pseudo-labels
within a batch by smoothing one-hot pseudo-label to a con-
servative target distribution for PDA.

Mixup Regularization. Mixup regularization [52] or its
variants [1, 44] that train models on virtual examples con-
structed as convex combinations of pairs of inputs and la-
bels are recently used to improve the generalization of neu-
ral networks. A few recent methods apply Mixup, but
mainly for UDA to stabilize domain discriminator [47, 48,
50] or to smoothen the predictions [30]. Our proposed SLM
strategy can be regarded as an extension of this line of re-
search by introducing both intra-domain and inter-domain
mixup not only to stabilize the discriminator but also to
guide the classifier in enriching the intrinsic structure of the
latent space to solve the more challenging PDA task.

3. Methodology

Partial domain adaptation aims to mitigate the domain
shift and generalize the model to an unlabelled target do-
main with a label space which is a subset of that of the
labelled source domain. Formally, we define the set of la-
belled source domain samples as Dgource = { (X, yl)}N
and unlabelled target domain samples as Dy get = {xt}l 1
with label spaces Lyource and Liqrget, respectively, where
Lsource & Liarget- Ng and Np represent the number of
samples in source and target domain respectively. Let p and

q represent the probability distribution of data in source and
target domain respectively. In partial domain adaptation,
we further have p#q and pg, ..., # ¢, Where pg,, ., is the
distribution of source domain data in L;4y.ge¢. Our goal is to
develop an approach with the above given data to improve
the performance of a model on Dy gget-

3.1. Approach Overview

Figure 2 illustrates an overview of our proposed ap-
proach. Our framework consists of a feature extractor G, a
classifier network J, a domain discriminator D and a selec-
tor network H. Our goal is to improve classification perfor-
mance of the combined network F(G(.)) on Dygrger. While
the feature extractor G maps the images to a common latent
space, the task of classifier F is to output a probability dis-
tribution over the classes for a given feature from G. Given a
feature from G, the discriminator D helps in minimizing do-
main discrepancy by identifying the domain (either source
or target) to which it belongs. The selector network H helps
in reducing negative transfer by learning to identify outlier
source samples from Dy, rce Using Gumbel-Softmax sam-
pling [20]. On the other hand, label module utilizes pre-
dictions of F(G(.)) to obtain soft pseudo-labels for target
samples. Finally, the mix module leverages both pseudo-
labeled target samples and source samples to generate aug-
mented images for achieving domain invariance in the la-
tent space. During training, for a mini-batch of images, all
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Figure 3: Learning with Gumbel Softmax Sampling. Gumbel-
Softmax trick used for enabling gradient-based optimization for
discrete output space. Best viewed in color.

the components are trained jointly and during testing, we
evaluate performance using classification accuracy of the
network F(G(.)) on target domain data Dyqrges. The indi-
vidual modules are discussed below.

3.2. Select Module

This module stands in the core of our framework with
an aim to get rid of the outlier source samples in the source
domain in order to minimize negative transfer in partial do-
main adaptation. Instead of using different heuristically de-
signed criteria for weighting source samples, we develop a
novel selector network H, that takes images from the source
domain as input and makes instance-level binary predic-
tions to obtain relevant source samples for adaptation, as
shown in Figure 3. Specifically, the selector network H per-
forms robust selection by providing a discrete binary output
of either a O (discard) or 1 (select) for each source sample,
i.e., H : Dsource = {0,1}. We leverage Gumbel-Softmax
operation to design the learning protocol of the selector net-
work, as described next. Given the selection, we forward
only the selected samples to the successive modules.

Training using Gumbel-Softmax Sampling. Our select
module makes decisions about whether a source sample
belongs to an outlier class or not. However, the fact that
the decision policy is discrete makes the network non-
differentiable and therefore difficult to optimize via stan-
dard backpropagation. To resolve the non-differentiability
and enable gradient descent optimization for the selector in
an efficient way, we adopt Gumbel-Softmax trick [20, 29]
and draw samples from a categorical distribution param-
eterized by ag, a1, where ag, oy are the output logits
of the selector network for a sample to be selected and
discarded respectively. As shown in Figure 3, the selec-
tor network H takes a batch of source images (say, B
of size b) as input, and outputs a two-dimensional ma-
trix 8 € RP*2, where each row corresponds to [ayp,
ai] for an image. We then draw i.i.d. samples G,
G, from Gumbel(0,1) = —log(—log(U)), where U ~
Uniform|0, 1] and generate discrete samples in the forward
pass as: X = arg max; [log «; +G;] resulting in hard binary
predictions, while during backward pass, we approximate

gradients using continuous softmax relaxation as:

exp((log a; +G;)/7)
Zje{0,1} exp((log o +G;)/7)

Vi = forie{0,1} (1)

where G;’s are i.i.d samples from standard Gumbel distri-
bution Gumbel (0, 1) and 7 denotes temperature of softmax.
When 7 > 0, the Gumbel-Softmax distribution is smooth
and hence gradients can be computed with respect to log-
its oy;’s to train the selector network using backpropagation.
As T approaches 0, ); becomes one-hot and discrete.

Learning to Discard the Outlier Distribution. With the
unsupervised nature of this decision problem, the design of
the loss function for the selector network is challenging. We
propose a novel Hausdorff distance-based triplet loss func-
tion for the select module which ensures that the selector
network learns to distinguish between the outlier and the
non-outlier distribution in the source domain. For a given
batch of source domain images D?,,,,... and target domain
images Di’m.get, each of size b, the selector results in two
subsets of source samples Doy = {x € DY, 0o : H(z) =1}
and Dy;s = {v € Db,,,... : H(z) = 0}. The idea is
to pull the selected source samples D, & target sam-
ples DY, get closer while pushing discarded source samples
Dyis & DY, get apart in the output latent feature space of G.
To achieve this, we formulate the loss function as follows:

dser = dH(g(Dscl)7 g(D?arget))
dais = dH(g(Ddls)a g(Df&)arget))
Lselect = )\smax(dsel — dais + margin, O) + Ereg 2)

where dy(X,Y) represents the average Hausdorff dis-
tance between the set of features X and Y. L,
Aregl erpgowe H(x)log(H(x)) + )‘regQ{Zﬁ lent (D) —
lent(Pm)}, with Lont being the entropy loss, p is the Soft-
max prediction of F(G(D,,,.,.;)) and py, is mean predic-
tion for the target domain. L,., is a regularization to re-
strict H from producing trivial all-0 or all-1 outputs as well
as ensuring confident and diverse predictions by F(G(.))
for Dygrget- Note that only D, is used to train the classi-
fier, domain discriminator and is utilised by other modules
to perform subsequent operations. Furthermore, to avoid
any interference from the backbone feature extractor G, we
use a separate feature extractor for the select module, while
making these decisions. In summary, the supervision signal
for selector module comes from (a) the discriminator di-
rectly, (b) through interactions with other modules via joint
learning, and (c) the triplet loss using Hausdorff distance.

3.3. Label Module

While our select module helps in removing source do-
main outliers, it fails to guarantee the discriminability of the
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latent space due to the absence of class-aware information
in the target domain. Specifically, given our main objec-
tive is to improve the classification performance on target
domain samples, it becomes essential for the classifier to
learn confident decision boundaries in the target domain. To
this end, we propose a label module that provides additional
self-supervision for target domain samples. Motivated by
the effectiveness of confidence guided self-training [55], we
generate soft pseudo-labels for the target domain samples
that efficiently attenuates the unwanted deviations caused
by false and noisy one-hot pseudo-labels. For a target do-
main sample X;, € Dyqrget, the soft-pseudo-label g}, is com-
puted as follows:

. 1

(i) p(ilxf) =
L Lsourcel | ( 1oty L
Sobepureel p(jlxt) 2

where p(j|xt) = F(G(x!))V) is the softmax probability of
the classifier for class j given x! as input, and « is a hyper-
parameter that controls the softness of the label. The soft
pseudo-label @f is then used to compute the loss Lgpe; for

a given batch of target samples D?, . get as follows:

3)

lee (F(G(x0)), 07) @)

Liaver = Byt epp

K3 target
where I (.) represents the cross-entropy loss.

3.4. Mix Module

Learning a domain-invariant latent space is crucial for
effective adaptation of a classifier from source to target do-
main. However, with limited samples per batch and after
discarding the outlier samples, it becomes even more chal-
lenging in preventing over-fitting and learning domain in-
variant representation. To mitigate this problem, we apply
MixUp [52] on the selected source samples and the target
samples for discovering ingrained structures in establish-
ing domain invariance. Given D,; from select module and
DY, get With corresponding labels §* from label module, we
perform convex combinations of images belonging to these
two sets on pixel-level in three different ways namely, inter-
domain, intra-source domain and intra-target domain to ob-
tain the following sets of augmented data:

Dgnmm = {O‘Xf + (1_)‘))‘;" Ayi + (1—A)Q§)}
D = {(Ax] + (1-N)xj, Ay + (1-N)y;)}

intra_mix_s
Diramics = {OX; + (1= 2)x5, Mg + (1=A)i5)}
Dglix = lenterjnix U Dil;ﬂrajni)u' U ng’ujnixj (5 )
where (X, 9i/;) € Dser, While X} € Dy, With g},
being the corresponding soft-pseudo-labels. A is the mix-
ratio randomly sampled from a beta distribution Beta(a, o)
for @ € (0,00). We use a = 2.0 in all our experiments.

Given the new augmented images, we utilize the new aug-
mented images in training both the classifier F and the do-
main discriminator D as follows:

Lonia-cts = Eiy, y)emy, loe(F(G(%:)), 3:)
= ]ExiNng_m [Aog(D(G(x:)))
+ (1=2) log(1-D(G(x:)))]
+Eyopy log(D(G(x)))
log(1-D(G(xi)))

+ Ey, wpo
ﬁmix = Emix,cls + ‘Cmix,dom (6)

£miz,dom

intra_mix_t

where L0 c1s and Loniz_dom represent loss for classifier
and domain discriminator respectively. Our mix strategy
with the combined loss £,,;,, not only helps to explore more
intrinsic structures across domains leading to an invariant
latent space, but also helps to stabilize the domain discrim-
inator while bridging the distribution shift across domains.

Optimization. Besides the above three modules that are
tailored for partial domain adaptation, we use the standard
supervised loss on the labeled source data and domain ad-
versarial loss as follows:

[’5“1’ = ]E(Xz‘,yz‘)GDsezlw(}-(g(Xi))a yi)
L:adv - EXSNDSgle log(D(g(Xs)))
+Eynpy, w'log(1-D(G(x)) (D

where L4, is entropy-conditioned domain adversarial loss
with weights w® and w? for source and target domain re-
spectively [26]. The overall loss L1 1S

Etotal = Lsup + Eadv + Eselect + Elabel + Lmzz (8)

where Lgeiects Liabel, and L,,;, are given by Equations (2),
(4), and (6) respectively, where we have included the corre-
sponding weight coefficient hyperparameters. We integrate
all the modules into one framework, as shown in Figure 2
and train the network jointly for partial domain adaptation.

4. Experiments

We conduct extensive experiments to show that our
SLM framework outperforms many competing approaches
to achieve the new state-of-the-art on several PDA bench-
mark datasets. We also perform comprehensive ablation
experiments and feature visualizations to verify the effec-
tiveness of different components in detail.

4.1. Experimental Setup

Datasets. We evaluate our approach using four datasets un-
der PDA setting, namely Office31 [38], Office-Home [43],
ImageNet-Caltech and VisDA-2017 [36]. Office31 contains
4,110 images of 31 classes from three distinct domains,
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namely Amazon (A), Webcam (W) and DSLR (D). Follow-
ing [9], we select 10 classes shared by Office31 and Cal-
tech256 [14] as target categories. Office-Home is a chal-
lenging dataset that contains images from four domains:
Artistic images (Ar), Clipart images (Cl), Product images
(Pr) and Real-World images (Rw). We follow [9] to se-
lect the first 25 categories (in alphabetic order) in each do-
main as target classes. ImageNet-Caltech is a challenging
dataset that consists of two subsets, ImageNet1K (I) [37]
and Caltech256 (C) [14]. While source domain contains
1,000 and 256 classes for ImageNet and Caltech respec-
tively, each target domain contains only 84 classes that are
common across both domains. VisDA-2017 is a large-scale
challenging dataset with 12 categories across 2 domains:
one consists photo-realistic images or real images (R), and
the other comprises of and synthetic 2D renderings of 3D
models (S). We select the first 6 categories (in alphabetical
order) in each of the domain as the target categories[22].
More details are included in supplementary material.

Baselines. We compare our approach with several methods
that fall into two main categories: (1) popular UDA meth-
ods (e.g., DANN [12], CORAL [41]) including recent meth-
ods like CAN [21] and SPL [46] which have shown state-
of-the-art performance on UDA setup, (2) existing partial
domain adaptation methods including PADA [4], SAN [3],
ETN [5], and DRCN [22]. We also compare with the re-
cent state-of-the-art methods, RTNet [9] that uses reinforce-
ment learning for source dataset selection, and BA3US [24]
which uses source samples to augment the target domain in
partial domain adaptation.

Implementation Details. We use ResNet-50 [15] as the
backbone network for the feature extractor while we use
ResNet-18 for the selector network, initialized with Ima-
geNet [37] pretrained weights. All the weights are shared
by both the source and target domain images except that of
the BatchNorm layers, for which we use Domain-Specific
Batch Normalization [6]. In Eqn. 2 we set A, Aqcq1 and
Areg2 as 0.01,10.0 and 0.1, respectively. We use a mar-
gin value of 100.0 in all our experiments. We use gradient
reversal layer (GRL) for adversarially training the discrim-
inator. We set 7 = 1.0 in Eqn. 1, @ = 0.1 in Eqn. 3, and
A = 0.0 for the GRL as initial values and gradually an-
neal 7 and o down to 0 while increase A to 1.0 during the
training, as in [20]. Additionally, we use label-smoothing
for all the losses for the feature extractor involving source
domain images as in [23, 32], with ¢ = 0.2. We use SGD
for optimization with momentum=0.9 while a weight de-
cay of le-3 and 5e-4 for the selector network and the other
networks respectively. We use an initial learning rate of Se-
3 for the selector and the classifier, while 5e-4 for the rest
of the networks and decay it following a cosine annealing
strategy. We use a batch size of 64 for Office31 and VisDA-
2017 while a batch size of 128 is used for Office-Home and

Office31

Method [[A—-W D W WD A—-D D—A WA [Average
ResNet-50 76.540.3 99.240.2 97.7+0.1 87.54+0.2 87.240.1 84.14+0.3| 88.7
DANN 62.840.6 71.6+0.4 65.6+0.5 65.110.7 78.9+0.3 79.240.4| 70.5
CORAL 52.14+0.5 65.240.2 64.140.7 58.0+0.5 73.140.4 77.940.3| 65.1
ADDA 75.7+0.2 954402 99.940.1 83.440.2 83.640.1 84.340.1| 87.0
RTN 75.3 97.1 98.3 66.9 85.6 85.7 84.8
CDAN+E 80.541.2 99.040.0 98.1+0.0 77.140.9 93.6+0.1 91.740.0| 90.0
JDDA 73.5+0.6 93.14+0.3 89.340.2 T76.440.4 77.6+0.1 82.840.2| 82.1
CAN 844100 920114 94.7117 84.910.0 85.641.0 86.410.5| 88.0
PADA 86.3+0.4 99.3+0.1 100.0+0.0 90.4+0.1 91.3+0.2 92.610.1 | 93.3
SAN 939105 99.3+05 994401 943103 942404 88.7Tr0.a | 95.0
TWAN 89.240.4 99.340.3 994102 90.5+0.4 95.610.3 94.310.3 | 94.7
ETN 93.410.3 99.3+0.1 992402 95.54+0.4 954401 91.740.2| 95.8
DRCN 88.1 100.0 100.0 86.0 95.6 95.8 94.3
RTNet 95.140.3 100.040.0 100.040.0 97.840.1 93.940.1 94.140.1| 96.8
RTNet,qy 96.240.3 100.04+0.0 100.04+00 97.6+0.1 92.310.1 95.440.1| 96.9
BA®US 99.040.3 100.040.0 98.74+0.0 99.440.0 94.84+0.1 95.040.1 | 97.8
SLM (Ours) [[99.810.2 100.040.0 99.840.3 98.7+0.0 96.140.1 95.940.0| 98.4

Table 1: Performance on Office31. Numbers show the accu-
racy (%) of different methods on partial domain adaptation setting.
We highlight the best and second best method on each transfer
task. While the upper section shows the results of some popu-
lar unsupervised domain adaptation approaches, the lower section
shows results of existing partial domain adaptation methods. SLM
achieves the best performance on 4 out of 6 transfer tasks includ-
ing the best average performance among all compared methods.

ImageNet-Caltech. We report average classification accu-
racy and standard deviation over 3 random trials. All the
codes were implemented using PyTorch [34].

4.2. Results and Analysis

Table 1 shows the results of our proposed method and
other competing approaches on the Office31 dataset. We
have the following key observations. (1) As expected, the
popular UDA methods including the recent CAN [21], fail
to outperform the simple no adaptation model (ResNet-
50), which implies that they suffer from negative transfer
due to the presence of outlier source samples in partial do-
main adaptation. (2) Overall, our SLM framework outper-
forms all the existing PDA methods by achieving the best
results on 4 out of 6 transfer tasks. Among PDA meth-
ods, BA3US [24] is the most competitive. However, SLM
still outperforms it (97.8% vs 98.4%) due to our two novel
components working in concert with the removal of out-
liers: enhancing discriminability of the latent space via it-
erative pseudo-labeling of target domain samples and learn-
ing domain-invariance through mixup regularizations. (3)
Our approach performed remarkably well on transfer tasks
where the number of source domain images is very small
compared to the target domain, e.g., on D — A, SLM out-
performs BA3US by 1.3%. This shows that our method
improves generalization ability of source classifier in target
domain while reducing negative transfer.

On the challenging Office-Home dataset, our proposed
approach obtains very competitive performance, with an
average accuracy of 76.0% on this dataset (Table 2). Our
method obtains the best on 6 out of 12 transfer tasks.
Table 3 summarizes the results on ImageNet-Caltech and
VisDA-2017 datasets. Our approach once again achieves
the best performance, outperforming the next competi-
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Office-Home

Method  [[Ar— CI Ar—Pr Ar—Rw CI—Ar C1—Pr C1—-Rw Pr— Ar Pr— CI Pr—Rw Rw— Ar Rw— Cl Rw— Pr|Average
ResNet-50 47.2 66.8 76.9 57.6 584 62.5 59.4 40.6 75.9 65.6 49.1 75.8 61.3
DANN 43.2 61.9 72.1 52.3 535 57.9 47.2 354 70.1 61.3 37.0 71.7 55.3
CORAL 38.2 55.6 65.9 48.4 52.5 51.3 48.9 32.6 67.1 63.8 35.9 69.8 52.5
ADDA 45.2 68.8 79.2 64.6 60.0 68.3 57.6  38.9 77.5 70.3 45.2 78.3 62.8
RTN 49.4 64.3 76.2 47.6  51.7 57.7 50.4 41.5 75.5 70.2 51.8 74.8 59.3
CDAN+E 47.5 65.9 75.7 57.1 54.1 63.4 59.6 44.3 72.4 66.0 49.9 72.8 60.7
JDDA 45.8 63.9 74.1 51.8 55.2 60.3 53.7 38.3 72.6 62.5 43.3 71.3 57.7
SPL 46.4 70.5 77.2 61.0 65.2 73.2 64.3 44.7 79.1 69.5 58.0 79.8 65.7
PADA 53.2 69.5 78.6 61.7 62.7 60.9 56.4 44.6 79.3 74.2 55.1 77.4 64.5
SAN 44.4 68.7 74.6 67.5 65.0 77.8 59.8 44.7 80.1 72.2 50.2 78.7 65.3
IWAN 53.9 54,5 78.1 61.3 48.0 63.3 54.2  52.0 81.3 76.5 56.8 82.9 63.6
ETN 60.4 76.5 77.2 64.3 67.5 75.8 69.3 54.2 83.7 75.6 56.7 84.5 70.5
SAFN 58.9 76.3 81.4 70.4 73.0 T77.8 72.4 55.3 80.4 75.8 60.4 79.9 71.8
DRCN 54.0 76.4 83.0 62.1 64.5 71.0 70.8 49.8 80.5 77.5 59.1 79.9 69.0
RTNet 62.7 79.3 81.2 65.1 68.4 76.5 70.8 55.3 85.2 76.9 59.1 83.4 72.0
RTNetygy 63.2 80.1 80.7 66.7 69.3 77.2 71.6  53.9 84.6 77.4 57.9 85.5 72.3
BA3US 60.6 83.2 884 71.8 728 834 755 61.6 865 79.3 62.8 86.1 | 76.0
SLM (Ours)|| 61.1 84.0 914 76.5 75.0 81.8 74.6 55.6 87.8 82.3 57.8 83.5 76.0

Table 2: Performance on Office-Home. We highlight the best and second best method on each task. While the upper section shows
results of unsupervised domain adaptation approaches, the lower section shows results of existing partial domain adaptation methods.SLM
achieves the best average performance among all compared methods. See supplementary material for standard deviation of each task.

ImageNet-Caltech VisDA-2017

Method [[ T-C  C—1T [Average] R—S S — R [Average
ResNet-50 [|69.710.8 71.310.7| 70.5 64.3 45.3 54.8
DAN 71.6 66.5 69.0 68.4 47.6 58.0
DANN 68.7 52.9 60.8 73.8 51.0 62.4
ADDA 71.840.5 69.3+0.4| 70.6 — — —
RTN 72.2 68.3 70.3 72.9 50.0 61.5
CDAN+E 72.54+0.1 72.040.1| 72.2 — — —
PADA 75.040.4 70.540.4| 72.8 76.5 53.5 65.0
SAN 77.840.4 75.3+0.4| 76.5 | 69.7 49.9

IWAN 781104 73.3105| 75.7 | 71.3 48.6

ETN 83.240.0 74.910.4| 79.1 - - -
SAFN - - - - 67.7+0.5| —
DRCN 75.3 78.9 77.1 73.2 58.2 65.7
SIM (Ours)|[82.320.1 8L.4506| 81.9 [77.5105 91.7405] 84.6

Table 3: Performance on ImageNet-Caltech and VisDA-2017.
Our SLM performs the best on both datasets.

tive method by a margin of about 2.8% and 18.9%
on ImageNet-Caltech and VisDA-2017 datasets respec-
tively. Especially for task S — R on VisDA-2017 dataset,
our approach significantly outperforms SAFN [49] and
DRCN [22] by an increase of 24.1% and 33.5% respec-
tively. Note that on the most challenging VisDA-2017
dataset, our approach is still able to distill more positive
knowledge from the synthetic to the real domain despite sig-
nificant domain gap across them. In summary, SLM outper-
forms the existing PDA methods on all four datasets, show-
ing the effectiveness of our approach in not only identify-
ing the most relevant source classes but also learning more
transferable features for partial domain adaptation.

4.3. Ablation Studies

We perform the following experiments to test the effec-
tiveness of the proposed modules including the effect of
number of target classes on different datasets.

Effectiveness of Individual Modules. We conduct exper-
iments to investigate the importance of our three unique
modules on three datasets. E.g. On Office-Home, as seen
from Table 4, while the Select only module improves the
vanilla performance by 8%, addition of Label and Mix mod-
ules progressively improves the result to obtain the best per-
formance of 76.0%. This corroborates the fact that both dis-
criminability and invariance of the latent space plays a cru-
cial role in partial domain adaptation in addition to removal
of source domain outlier samples.

Effectiveness of Discrete Selection. The adverse effects
of negative transfer motivated us to adopt a strong form
of discrete selection of relevant source samples instead of
a weak form of filtering using soft-weights as adopted in
many prior works [4, 5]. In Table 5, we replaced the weight-
ing module in PADA [4] with our stronger Select module
(PADA w/ SEL) and obtained an average accuracy of 94.9%
on Office31 which is 1.6% higher than the original PADA
method, showing the superior selection of our Select mod-
ule. We also adopted the class-weighting () scheme from
PADA [4] and used thresholding on top of it (SLM w/ W+T)
to replace the Select module in SLM and obtained 94.0% av-
erage accuracy. The 4.4% drop shows the ineffectiveness of
filtering outliers solely based on the target predictions and
the importance of having a dedicated Select module which
takes decisions as a function of the source samples.

Comparison with Varying Number of Target Classes.
We compare different methods by varying the target label
space. In Figure 4, SLM consistently obtains the best results
indicating its advantage in alleviating negative transfer by
removing outlier source samples. SLM outperforms all the
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Modules Office-Home
Select [ Label [ Mix [[Ar — ClAr — Pr Ar — Rw Cl — Ar C1 — Pr C1 — Rw Pr — Ar Pr — CI Pr — Rw Rw — Ar Pr — CI Pr — Rw][Average

X X X 44.2 61.6 75.9 54.6 55.2 65.0 51.0 37.3 69.6 64.8 42.4 71.4 57.7
v X X 50.6 72.9 79.2 65.4 67.2 71.7 60.8 46.7 77.1 71.9 49.4 77.0 65.8
v 4 X 56.1 82.4 89.8 74.2 73.0 81.6 70.8 48.4 87.0 80.1 53.1 81.7 73.2
v v v 61.1 84.0 91.4 76.5 75.0 81.8 74.6 55.6 87.8 82.3 57.8 83.5 76.0

Table 4: Effectiveness of Different Modules on Office-Home Dataset. Our proposed approach achieves the best performance with all
the modules working jointly for learning discriminative invariant features in partial domain adaptation.

Office31 Office31
Method [ASWD>WW>DA—DD-A W AlAverage Method [A-WD—-WW-DA—DD—A W AlAverage
PADA 863 993 1000 904 913 926 | 933 SLM w/ CutMix 99.6 100.0 100.0 97.4 957 955 | 98.0

SLM w/ MixUp 99.8 100.0 99.8 98.7 96.1 95.9 98.4

PADA w/ SEL || 91.8 99.3 96.6 93.8 942 93.5 DLL SIM w/ MixUp+CutMix || 99.8 100.0 100.0 98.7 96.1 95.9 98.4

SIMw/ W+T || 90.8 99.7 98.7 93.0 91.8 90.2 | 94.0
SLM 99.8 100.0 998 98.7 96.1 959 | 98.4 Table 6: Performance using CutMix.

Table 5: Effectiveness of Discrete Selection.

Distance A—-DW — A|Cl - Pr Rw — Pr

Performance by varying |Zered dist(Sse,T)|[0.999 0.893 | 0.819 0.947

100 dist(Sqis,T)||1.013 1.144 | 1.418  1.008
90 1 Table 7: Wasserstein Distance between Domains. Table shows
> values for two randomly sampled tasks from Office-31 and Office-
§ 80 - Home. The values are normalized by assuming the distance for
g dist(Sau,T) to be equal to 1.000, where S, represents all

é 70 1 source samples for the corresponding tasks.

'E 60 1 —A— RTNet Distance between Domains. Following [9], we compute
© ol g’\; AL the Wasserstein distance between the probability distribu-
501 > Reshet tion of target samples (T) with that of selected (Ss.;) and
20 + SLM (O“rls) . . . . discarded samples (S4;5) by the selector network. Table 4.3
30 25 20 15 10 5 shows that dist(Sse, T) is smaller than dist(Say, T),
Number of classes in the target domain (|Ztargetl) while dist(Sg;s, T) is greater than dist (S, T) on two
Figure 4: Performance by varying the number of target classes on randomly sampled adaptation tasks from Office31 and
A—W task from Office31 dataset. Best viewed in color. Office-Home. The results affirm that samples selected by
our selector network are closer to target domain while the
compared methods even in the case of completely shared discarded samples are very dissimilar to the target domain.

space (A31—-W31), which shows that it does not discard rel-

. i Additional Ablation Analysis. We provide additional ab-
evant samples incorrectly when there are no outlier classes.

lation analyses including effect of Hausdorff distance, soft
Effectiveness of Different Mixup. We examine the effect pseudo-labels, results with different backbones, feature vi-
of mixup regularization on both domain discriminator and sualizations using t-SNE [28], etc. in the supplementary.

classifier on Office-Home dataset. With mixup regulariza-

tions working for both discriminator and classifier, the av- 5. Conclusion

erage performance on Office-Home dataset is 76.0%. By In this paper, we propose an end-to-end framework
removing mixup regularization from the training of domain for learning discriminative invariant feature representation
discriminator, it decreases to 73.6%. Similarly, by remov- while preventing negative transfer in partial domain adapta-
ing mixup regularization from the classifier training, the av- tion. While our select module facilitates the identification
erage performance becomes 73.9%. This corroborates the of relevant source samples for adaptation, the label module
fact that our Mix strategy not only helps to explore intrinsic enhances the discriminability of the latent space by utilizing
strqctures across domains, but also helps to s.tablllze the do- pseudo-labels for the target domain samples. The mix mod-
main discriminator. We also explored CutMix [51] as an al- ule uses mixup regularizations jointly with the other two
ternative mixing strategy, which can result with new images strategies to enforce domain invariance in latent space.

with information from both the domains are also expected Acknowledgement. This work is supported by the SERB
to work well resonating with our motivation. In Table 6, Grant SRG/2019/001205 and the Defense Advanced Re-
we replace MixUp with CutMix (SLM w/ CutMix) in the search Projects Agency (DARPA) under Contract No.
Mix module and obtain an average accuracy of 98.0% on FA8750-19-C-1001. Any opinions, findings and conclu-
Ofﬁce3'1 almo'st similar to .that using MIXUI? (98.4%). We sions or recommendations expressed in this material are
also tried adding CutMix in addition to MixUp (SLM w/ those of the author(s) and do not necessarily reflect the

MixUp+Cutmix) and obtain a similar value of 98.4%, with views of the Defense Advanced Research Projects Agency.
a slight improvement in W—D task.
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