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Abstract

A long-standing goal in the field of sensory substitution
is enabling sound perception for deaf and hard of hear-
ing (DHH) people by visualizing audio content. Differ-
ent from existing models that translate to hand sign lan-
guage, between speech and text, or text and images, we
target immediate and low-level audio to video translation
that applies to generic environment sounds as well as hu-
man speech. Since such a substitution is artificial, with-
out labels for supervised learning, our core contribution
is to build a mapping from audio to video that learns from
unpaired examples via high-level constraints. For speech,
we additionally disentangle content from style, such as
gender and dialect. Qualitative and quantitative results,
including a human study, demonstrate that our unpaired
translation approach maintains important audio features
in the generated video and that videos of faces and num-
bers are well suited for visualizing high-dimensional audio
features that can be parsed by humans to match and distin-
guish between sounds and words. Project website: https:
//chunjinsong.github.io/audioviewer

1. Introduction

Humans perceive their environment through diverse chan-
nels, including vision and hearing. Because impairment
in any sense can lead to drastic consequences, various ap-
proaches have been proposed to substitute lost senses, going
all the way to recently popularized attempts to directly in-
terface with neurons in the brain (e.g., NeuraLink [47]).
One of the least intrusive approaches is to substitute audio
with video, which is, however, challenging due to their high
throughput and different modality.

In this paper, we propose a method to visualize audio
with natural images in real-time, forming a live video that
characterizes the audio content. It is a digital sign language
with its own throughput, abstraction, automation, and read-
ability trade-offs. Fig. 1 gives an overview of how short

*Equal contribution

audio segments are sequentially mapped to frames of a live
video of transforming figures.

Multiple approaches for audio-to-video translation exist,
each striking a different compromise tailored for their
application scenario. Lip-syncing the facial expressions of
a virtual avatar from spoken audio [14, 57, 70, 6, 46, 78]
allows deaf and hard of hearing (DHH) people to lip-read
spoken texts. However, natural lip motion is a result of
speaking and only contains a fraction of the audio content,
which we validate in a comparative human study. Speech
can also be translated to words with a recognition system
[49]. For example, the spoken ’dog’ would be translated to
the text ’dog’. This is intuitive, but such a translation is still
indirect and does not contain any vocal feedback or style
differences between male and female speakers [60, 76, 50].
Moreover, environmental sounds that cannot be indicated by
a single word or lip motion, such as the echo of a dropped
object or the repeating beep of an alarm, are ill-represented
by all of these existing techniques. Traditional visual tools
for deaf speech learning rely on spectrogram representations
[16, 72, 71, 40], which are general but create unnatural
images that humans rarely perceive in their surroundings
and consequently have difficulties to comprehend.

To overcome these limitations, we design AudioViewer
as a low-level mapping—at the level of sounds and phones
instead of words—which makes it immediate and could be
used by infants before they have an understanding of words
and language in general. It is similar to visualizing sounds
with spectrograms but includes a machine learning com-
ponent that disentangles factors and makes visualizations
easier to comprehend by creating a series of natural images.
The difficulty of creating such translation is that there is no
canonical association to create paired labels between audio
and video1, which is necessary for supervised learning.

The underlying idea is to find high-level constraints that
can be implemented as loss functions for machine learning
and align the representation with human perception. We
start from existing unpaired image translation techniques
and equip them with additional properties. Our core contri-
butions to realize perception-driven translation is the design,

1besides lip motion, which is non-injective and therefore insufficient.
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Figure 1. AudioViewer: A tool developed towards the long-term goal of helping hearing impaired persons to see what they can not hear. We
map an audio stream to video and thereby use faces or numbers for visualizing the high-dimensional audio features intuitively. Different
from the principle of lip reading, this can encode general sound and pass on information on the style of spoken language.

implementation, and evaluation of the following principles:
• To maintain the frequency of features, i.e., to map un-

usual sounds to unusual images, we utilize unsuper-
vised learning and exploit cycle consistency to learn a
joint structure between audio and video modalities.

• Humans are good at recognizing patterns that they see
in their environment, particularly faces [1, 33, 64, 7, 29].
So we analyze mapping to natural image, including
faces and hand-written digits of varying resolution.

• To separate styles, such as gender and dialect, from
the content of individual phones and sounds, we
disentangle the content by utilizing weak annotations
of speech datasets.

• Humans are able to perceive complex spatial structures
but quick and non-natural (e.g., flickering) changes lead
to disruption and tiredness [59]. Hence, we enforce
smoothness constraints on the learned mapping.

We demonstrate the feasibility of this AudioViewer ap-
proach with a working prototype and quantify the improve-
ment brought about by our contributions by

• developing a low-level mapping from general sound to
vision to help DHH people perceive the sound;

• introducing a new metric on the throughput, a lower
bound for the loss of information content;

• a human study showing that words and phones can be
better distinguished from the generated video features;

• a second human study which shows that a set of words
in our novel representation can be learned with a suc-
cess rate of 87% in as few as 16 attempts.

Clear improvements are gained over synthesized lip motions
and plain spectrograms because a partial mapping loses im-
portant audio features and because content and style remain
entangled in these baselines.

2. Related Work
In the following section, we first review the literature

on audio and video generation, with a particular focus on
cross-modal models. We then put our approach in context
with existing assistive systems.

Classical audio to video translation. There is a large body
of literature on audio-visual learning. We refer interested
readers to recent survey [79] for a more comprehensive
overview. Audio to video translation methods have
mostly been designed as audio to scenes [69, 56, 8, 21],
audio to motions [65, 34, 61, 5, 58] and audio to talking
faces [14, 57, 70, 39, 30, 54, 77, 6, 78, 46]. However, the
translated scene images and body motions generated from
sounds are at a high abstraction level, such as mapping the
word dog to the image of a dog, but do not contain any vocal
feedback, preventing people from learning the sounds from
the generated images directly. The most related works are
those aiming for digital dubbing or lip-syncing facial expres-
sions to spoken audio [14, 57, 70, 39, 30, 54, 77, 6, 78, 46].
In contrast to our setting, these tasks are typically learned
from paired examples, videos with audio lines, e.g., a talking
person where the correspondence of lip motion, expressions
and facial appearance to the spoken language is used to train
the relation between sound and mouth opening. However,
there are multiple sounds that correlate with the same lip
and facial motion and others that do not correlate at all. By
contrast, our unpaired translation mechanism is designed
to map the entire audio spectrum.

Audio and video generation models. Image generation
models predominantly rely on GAN [20] and VAE [38, 24]
formulations. The highest image fidelity is attained with hi-
erarchical models that inject noise and latent codes at various
network stages by changing their feature statistics [27, 36].
For audio, only a few methods operate on the raw wave-
form [32]. It is more common to use spectrograms and to
apply convolutional models inspired by the ones used for
image generation [25, 13, 2]. We use cross-modal VAEs as
a basis to learn the important audio and image features in
terms of their frequency.

Cross-modal latent variable models. CycleGAN and its
variations [80, 62] have considerable success in performing
cross-modal unsupervised domain transfer, for medical imag-
ing [23, 67] and audio to visual translation [21], but often en-
code information as a high-frequency signal that is invisible
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to the human eye and susceptible to adversarial attacks [9].
An alternative approach involves training a VAE, subject
to a cycle-consistency condition [31, 73], but these works
were restricted to domain transfers within a single modality.
Most similar is the joint audio and video model proposed
by Tian et al. [66], which uses a VAE to map between two
incompatible latent spaces using supervised alignment of
attributes. However, it operates on a word, not phoneme
level, and has no mechanism to ensure temporal smoothness
nor information throughput. Our contributions address these
shortcomings. Relatedly, encoder-decoder and GAN models
have been applied to generating video reconstructions of
lip movements based on audio data [10, 4, 68, 77, 78, 46],
however, due to mapping ambiguities between phonemes
and visemes, lip movements are not a reliable source of feed-
back for learning sound production [43, 48, 3, 17], which
we further confirm with our evaluation.

Deaf speech support tools. Improvements in speech
production for DHH people have been achieved through
non-auditory aids and these improvements persist beyond
learning sessions and extend to words not encountered
during the sessions [60, 76, 50]. While electrophysiological
[22, 37] and haptic learning aids [15] have demonstrated ef-
ficacy for improving speech production, such techniques can
be more invasive, especially for young children, as compared
to visual aids. Elssmann et al. [16] demonstrate visual feed-
back from the Speech Spectrographic Display (SSD) [60]
is equally effective at improving speech production as
compared with feedback from a speech-language pathologist.
Alternative graphical plots generated from transformed
spectral data have been explored by [72, 71, 40], which
aim at improving upon spectrograms by creating plots that
are more distinguishable with respect to speech parameters.
Other methods aim at providing feedback by explicitly esti-
mating vocal tract shapes [51]. In addition, Levis et al. [42]
demonstrate that distinguishing between discourse-level
intonation (intonation in conversation) and sentence-level
intonation (intonation of sentences spoken in isolation) is
possible through speech visualization and argues that deaf
speech learning could be further improved by incorporating
the former. Commercially, products such as the IBM’s
Speech Viewer [28] are available to the public. Our image
generation approach extends these spectrogram visualization
techniques by leveraging the generative ability of VAEs in
creating a mapping to a more natural video representation,
which we show leads to improved recognition.

Sensory substitution and audio visualization. Related
to our work is the field of sensory substitution, whereby
information from one modality is provided to an individual
through a different modality. While many sensory substi-
tution methods focus on substituting visual information into
other senses like tactile or auditory stimulation to help visual
rehabilitation [45, 26, 19], few methods target substituting

the auditory modality with visualization. Music visualiza-
tion approaches generate visualizations of songs such that
users can browse songs more efficiently without listening
to them [74, 63]. On the learning side, [75] visualize the
intonation and volume of each word in speech by the font
size enables learning narration strategies. Different from
the introduced above, our model tries to visualize speech
and other audio at the phoneme and sound level with deep
learning models instead of selected hand-crafted features.

3. Method
Our goal is to translate a audio signal A = (a1, · · · ,aTA

)
into a video visualization V = (I1, · · · , ITV

), where ai ∈ R
are sound wave samples recorded over TA time steps and
Ii are images representing the same content over TV

frames. Supervised training is not possible in the absence
of paired labels.2 Instead, we start by learning individual
audio and video models without correspondence. These
are subsequently linked with an unpaired audio-to-video
translation network that conserves high-level properties such
as smoothness, regularity, and information loss using cycle-
consistency and other unsupervised objectives motivated in
the introduction. Fig. 2 shows the individual steps. The au-
dio encoder EA(ai) yields a audio latent code zi ∈ ZA and
the visual decoder DV (zi) outputs a corresponding image
Ii. This produces a video representation of the audio when
applied sequentially. Section 3.4 introduces the handling
of mismatching latent spaces with a translation network.
Equalizing sound and video dimensionality. A first tech-
nical problem lies in the higher audio sampling frequency
(16000 Hz), that prevents a one-to-one mapping to 25 Hz
video. We follow common practice and represent the sound
wave with a mel-scaled spectrogram, M = (m1, . . . ,mTM

),
mi ∈ RF , where F = 80 is the number of filter banks. It
is computed via the short-time Fourier transform with a 25
ms Hanning window with 10 ms shifts. In the following, we
explain how to map from overlapping segments of length
TM = 20 (covering 200 ms) to corresponding video frames.

3.1. Audio Encoding

Given unlabelled audio and video sequences, we start by
learning independent encoder-decoder pairs (EA, DA) for
sound and (EV , DV ) for video. We use probabilistic VAEs
since these do not only learn a compact representation of the
latent structure, but also allow us to control the shape of the
latent distribution to be a standard normal distribution. Let
x be a sample from the unlabelled audio set. We optimize
over all samples using the VAE objective [38]:

L(x) = −DKL(qϕ(z|x)∥pθ(z))
+Eqϕ(z|x)

(
log pθ(x|z)

)
,

(1)

2E.g., speech videos contain paired examples, but only for mapping
from speech to lip motion, which we show is insufficient.
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Figure 2. Overview. A joint latent encoding is learned with audio and video VAEs that are linked with a translation network and augmented
with a smoothness constraint (∆v annotation) and supplemented with disentangled training.

with DKL, the Kullback-Leibler divergence, qϕ(z|x) and
pθ(x|z), the latent code and output domain posterior, respec-
tively. These have a parametric form, with

qϕ(z|x) = N (ρ(x),ω2(x)I) and (2)

pθ(x|z) = N (µ(z),σ2(z)I), (3)

where ρ and ω are the output of the encoder and µ and σ
the output of the decoder. The dimention of z is 256. We use
the SpeechVAE model from Hsu et al. [25] that is widely
used in sound generation.

3.2. Structuring the Audio Encoding

Content separation. To better model speech, which we
expect to have a higher information content compared to
environment sounds, we further disentangle the style, such as
gender and dialect, from the content conveyed in phones by
leveraging datasets that have phone and speaker annotations.
The separation follows that of established audio models [55].
Here we constrain the disentanglement by a recombined
reconstruction loss term, Lrr. The details are provided in
the supplemental file. Unless otherwise stated, we map only
the audio content for visualization in our experiments.
Smoothness. We desire our latent space to change smoothly
in time. However, the audio encoder has a small temporal
receptive field, encoding time segments of 200ms. This lets
encodings of subsequent sounds be encoded to distant latent
codes leading to quick visual changes in the decoding. To
counteract, we add a temporal smoothness loss on pairs of
mel spectrogram segments {Mi,1,Mi,2} sampled at random
time steps {ti,1, ti,2} spaced at most 800ms apart. We test
two different pair-loss functions to enforce temporal smooth-
ness in the embedded content vectors. First, by making
changes in the latent space proportional to changes in time,

Lp,MSE = 1
N

∑N
i (∆ẑi − ∥ti,1 − ti,2∥)2 , (4)

∆ẑi = sp · ∥zi,1 − zi,2∥ the distance in the latent space
obtained from {Mi,1,Mi,2}, scale sp ∈ R learned to find a
scale between time and latent space dimensions. We found it
advantageous to measure distances in the logarithmic scale,

Lp,log = 1
N

∑N
i (log∆ẑi − log ∥ti,1 − ti,2∥)2 , (5)

which lessens the weight for more distant encodings. Our
final model uses Lp,log We add this loss to the VAE objective
with a weight of λp = 103.

3.3. Image Autoencoder for Video Generation

We experiment with three different video models ranging
from low-res to photo-realistic image generation: A linear
PCA space, the image DFC-VAE model [24], and the
image Soft-IntroVAE model [12]. We use pre-trained
models, trained on collections of images. At first, naive
unpaired translation is attained by encoding audio snippets
sequentially and concatenating the audio encoder and video
decoder of two VAEs with matching latent dimension and
the same prior distribution p(z) over z ∈ ZV to generate
the frames of the output video.

3.4. Linking Audio and Visual Spaces

One of our key contributions is to meaningfully link the
audio and video domain without paired examples. The naive
concatenation explained in the previous section leads to low-
quality results because smoothness in the latent space does
not necessarily lead to smoothness in the output video, latent
dimensions often do not match, and both encoders are only
approximations to the true distribution.

When latent spaces have the same dimension, i.e., with
[24] as visual model, we utilize a shared latent space and
refine the weights of the video model to bridge structural
differences. For [12], which has a larger latent space and is
costly to train, we use a pre-trained model. To nevertheless
link audio and video latent spaces, we introduce a translation
network T that maps the latent code z of the input audio
segment to the visual latent variable T (z). Fig. 3, visualizes
this mapping and how the visual decoder DV subsequently
decodes T (z) to the output image I .

Since our setting is unpaired we have to resort to
self-supervised losses for modeling high-level constraints on
auxiliary tasks instead of supervised learning. We explain
them in the order of basic to more complex. First, to be a
proper mapping, the range of T (z) should be in the domain
of the video decoder. Since the visual latent space fulfills
the standard Gaussian distribution, we minimize its negative
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Figure 3. Cycle constraint. We apply a cycle constraint to ensures that the signal is preserved through video decoding and encoding.

log-likelihood,

Lreg = λreg∥T (z)∥2, (6)

where λreg = 1.0. Second, we minimize a lower bound on
the information loss with the cycle consistency loss,

Lcycle = λcycle∥EV (DV (T (z)))− T (z)∥, (7)

that measures the difference between T (z) and the re-
constructed encoding of the generated image I via visual
encoder EV and is weighted by λcycle = 1.0.

Meanwhile, consistent with Section 3.2, the changes in
the generated image should be smooth. We ensure this with
an additional temporal smoothness loss

Lsmooth = λsmooth
1

N

N∑
i

(log(∥(Ii,1 − Ii,2)∥

ssmooth)− log ∥ti,1 − ti,2∥)2,

(8)

which is applied on each pixel of the generated images. To
further facilitate training of our multi-stage architecture, we
also enforce a distance preserving loss on the latent spaces,

Liso = λiso
1

N

N∑
i

(log ∥T (zi,1)− T (zi,2)∥

− log(∥(zi,1 − zi,2)∥ siso))
2.

(9)

As in Section 3.2, we input the mel spectrogram segment
pairs with random time steps {ti,1, ti,2}, where i represents
the ith input pair. And λiso = 1.0, siso = 5.0, λsmooth = 5.0
and ssmooth = 0.001. Both Eq. 8 and Eq. 9 help maintain the
feature distances between latent spaces, preventing possible
degenerate solutions for the translation network T caused by
Eq. 7 effectively. Note that neither of these self-supervised
losses requires annotation. It therefore applies to environ-
ment sounds and could easily be finetuned for any language
or dialect as long as an audio recording is available.

To measure the throughput of the entire system when us-
ing T together with [12], we train a back-translation network
T † to reconstruct the input audio with

Lback = ∥DA(T
†(EV (DV (T (EA(ai))))))− ai∥2. (10)

This reverse map training is a postprocess only used for
evaluating throughput.

4. Experiments

We show qualitatively and quantitatively that Au-
dioViewer conveys important audio features via visualiza-
tions of portraits or numbers, that it applies to speech and
environment sounds, that it outperforms existing baselines,
and that the task cannot be solved with mapping to lip mo-
tion [78]. The supplemental documents provides additional
results, including example videos and human study details.
Quantitative metrics. We compare latent embeddings by
the Euclidean distance, quantify differences in the mel spec-
trogram with the signal to noise ratio (SNR), and measure
smoothness as the change in latent space position over time.
Perceptual studies. We perform two human studies to ana-
lyze the human capability to perceive the translated audio.
As perceptual results may be subjective, we report statistics
over 29 questions answered by 10-22 participants for each
of the examined approaches for the distinguishability study
and 9 participants for the learnability study. The details are
given in the supplemental document.
Baselines. We compare to the most straight-forward speech
to video translation, by i) mapping to lip and facial motion
using the recent MakeItTalk method [78] and ii) comparing
to spectogram visualizations as used in current assistive
systems. To show that simpler approaches are insufficient,
we experiment iii) with simpler variants of our approach and
iv) principal component analysis (PCA) as further baselines.
PCA yields a projection matrix W that rotates the training
samples ui by zi = Wui to have maximal variance. We use
the reduced PCA version, where W maps to a d-dimensional
space. A further important factor is the impact of the video
domain, for which we compare digits vs. faces at the same
resolution and low vs. high-resolution faces. In addition,
we ablate the impact of our latent space priors and training
strategies introduced in sections 3.2 and 3.4 as well as when
disabling the style-content disentangling.
Datasets. We use the TIMIT dataset [18] for learning speech
embeddings. It contains 5.4 hours of audio recordings (16 bit,
16 kHz) as well as time-aligned orthographic, phonetic and
word transcriptions for 630 speakers of eight major dialects
of American English, each reading ten phonetically rich sen-
tences. We use the training split (462/50/24 non-overlapping
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speakers) of the KALDI toolkit [53]. The phonetic anno-
tation is only used at audio encoder training time and as
ground truth for the human study. In addition, we report how
well a model trained on speech generalizes to environmental
sounds on the ESC-50 dataset [52].

To test what kind of visualization is best for humans to
perceive the translated audio, we train and test our model
on three image datasets: The face attributes dataset CelebA-
HQ [35](29000/1000 images for train/val respectively) and
CelebA [44] (162770/19962 images for train/val respec-
tively), the MNIST [41] datasets (60000/10000 images for
train/val respectively). All shown results are with the high-
res [12] decoder unless otherwise mentioned.

Runtime. The supplemental video contains a live demo.
The AudioViewer using [24] is real-time capable, the infer-
ence time for a frame is 5 ms (low-res models) / 7.6 ms
(high-res models) on an i7-9700KF CPU at 3.60GHz with a
single NVIDIA GeForce RTX 2080 Ti.

4.1. Visual Quality and Phonetics

A meaningful audio translation should encode similar
sounds with similar visuals. Fig. 5 depicts such similarity
and dissimilarity on the first 200 ms of a spoken word since
these can be visualized with a single video frame. This fig-
ure compares the content encoding to MNIST and faces;
both are well suited to distinguish sounds. The same word
(column) has high visual similarity across different speakers
(F#: female, M#: male; # the speaker ID) and dialects (D#)
while words starting with different sounds are visually dif-
ferent. Multiple frames of entire words are shown in Fig. 6.
Although trained entirely on speech, our sound-level formu-
lation enables AudioViewer to also visualize environment
sounds. Fig. 4 gives two examples on bird and alarm sounds.
The supplemental contains additional ones.

We compare AudioViewer to the most related methods,
including the lip synchronisation method [78] and mel spec-
togram visualizations as used in current assistive systems,
as well as to simpler baselines. This first study test how
well visualizations can be distinguished without requiring
a time-intensive training period. This enables us to ask 29
questions to 60 participants and to cover 34 different words
and phones, thereby showing generality.

clock_alarm

chirping_birds

Figure 4. Environment sounds visualization. Although not trained
for it, our approach also visualizes natural sounds. Here showing a
clear difference between a chirping bird and an alarm clock.

Figure 5. Phoneme similarity. The first phone of different words
are distinctive (columns) while the speakers has a small influence
(rows). This is consistent across image domains (Top to bottom:
CelebA high-res, CelebA low-res, and MNIST).

Figure 6. Word analysis. Instances (different rows) of the same
words are encoded with a similar video sequence (single row) even
though spoken by different speakers.

Zhou et al. [74] Ours

“From”

“Even”

Figure 7. Comparison to lip-sync by [78]. While the lip synchro-
nization looks very similar, the two words are clearly distinguish-
able in the AudioViewer visualizations.
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4.2. Human Study I - Discriminating Sounds

Identifying and distinguishing sounds. Our human study
analyzes the ability to distinguish between visualizations of
different sounds, similar to the ones show in Fig. 5 and the
results are shown in Table 1. Overall, the users were able to
correctly recognize visualizations for the same sound with
an accuracy of 86.4% for the high-res CelebA content model
and 85.0% vs. 79.7% for the low-res CelebA and MNIST
content models, respectively. Broken down by tasks, users
for the CelebA model achieve a better accuracy of 87.9%
in correctly matching one of two visualizations against a
reference (random guessing yields 50%), while for the task
of grouping four visualizations into pairs, users achieved an
accuracy of 85.7 % (random guessing yields 33.3%). The
accuracy scores of MEL are far lower than those of our
model, indicating that the patterns in mel spectrogram are
more difficult to distinguish than the features generated by
our learned model. In comparison to the lip synchronisation
of Zhou et al. [78] AudioViewer enables a user to distinguish
sounds significantly better. This is due to the almost identical
lip motion for different phonemes (e.g. "d", "t" and "n")
which makes them indistinguishable. Fig. 7 shows such a
case of two words that look similar in lip motion but are
clearly distinguishable in the AudioViewer visualizations.
Latent space disentanglement. Visualizing the style and
content part separately with our full model significantly im-
proves recognition scores. The disentangled face model in-
creases the accuracy for distinguishing between speakers of a
different sex from 43.3± 2.6% to 78.0± 2.9% and speakers
of different dialects from 39.6± 7.2% to 56.7± 5.7%, with
± reporting the standard error. In practice, AudioViewer
should therefore use the full model and show separate visual
decodings side by side or have the option to switch between
content and style visualization. The entire study is reported
in the supplemental document.

4.3. Human Study II - Learning Sounds

In this second study we analyze learnability of our best
model, determined in Study I and the ablation study, com-
pared to using the best baseline, the mel spectogram (MEL).
Four words were selected that include pairs that sound simi-

Table 1. User Study I results. User answer accuracy in percent
(± standard error) for distinguishing between visualizations of
different sounds, broken down by question type and phone-pairs
vs. words.

Dataset MEL Zhou [78] MNIST CelebA CelebA
Resolution (spectrum) (high-res) (low-res) (low-res) (high-res)

Matching 65.5± 1.2 65.6± 3.6 77.4± 2.8 84.5± 3.7 87.9 ± 2.2
Grouping 66.5± 2.1 39.5± 3.9 80.8± 2.2 85.2± 2.4 85.7 ± 1.8

Phones 76.5± 1.9 69.5± 5.2 91.8 ± 2.5 85.7± 3.0 87.0± 2.5
Words 60.0± 2.2 39.4± 2.9 73.8± 1.9 84.5± 2.3 86.0 ± 1.5

Overall 66.2± 1.3 47.7± 2.7 79.7± 1.7 85.0± 1.8 86.4 ± 1.4

Figure 8. User Study II results. Subjects learn over time to distin-
guish words. The learning speed and accuracy of our model (green)
outperform the baseline (red). Accuracy is plotted as the moving
average of the success rate over trials.

Table 2. Throughput Analysis. The throughput estimated from
audio to video shows that the cycle consistency improves greatly
while additional constraints Lp,log, and Lrr incur only a small
dip for improving smoothness. dim indicates the dimension of
the audio latent space. Results are consistent over different models.

Audio models Visual models SNR(dB)

Audio PCA Visual PCA 23.37

SpeechVAE [25]

DFC-VAE on CelebA 1.65
DFC-VAE on MNIST 2.01
DFC-VAE on CelebA (refined w/ Lcycle) 4.43
DFC-VAE on MNIST (refiend w/ Lcycle) 0.78

SpeechVAE w/ Lp,log,
Lrr, dim=256

DFC-VAE on CelebA 0.84
DFC-VAE on MNIST 0.81
DFC-VAE on CelebA (refined w/ Lcycle) 4.16
DFC-VAE on MNIST (refiend w/ Lcycle) 3.68
Soft-Intro VAE on CelebA_HR (refined w/ Lcycle) 2.01
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Figure 9. Throughput. A visualization of the lower bound on the in-
formation throughput when mapping from audio to video and back.

lar (that, there) and pairs that have the same length (potatoes,
shellfish). They are spoken 4 times by different speakers
with varying dialects and the same gender. During the study
one word is visualized at a time. The participant is tasked
to select the corresponding word. After each selection, the
correct answer is given as feedback to enable learning.

Fig. 8 shows the average learning curves of nine partici-
pants that performed the same study for AudioViewer (green)
and MEL (red). The curves reflect how the participants learn
to recognize the same sound spoken by different people over
time. The comparison shows that our method performs better
than MEL in both learning speed and final accuracy for all of
tested words (the shaded area is the standard error). The final
accuracy after 16 rounds of learning is Ours 87.0% vs. MEL
57.8%, which reflects the learnability of our results. Addi-
tional details are included in the supplemental document.

4.4. Ablation Study

Information Throughput. It is difficult to quantify the in-
formation throughput from audio to video as no ground truth
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is available in our setting. We propose to use the learned
encoder and decoder to map from audio to video and back.
The distance of the starting point to the reconstructed audio
gives a lower bound on the loss of information, akin to Cy-
cleGAN. Fig. 9 gives an example and Table 2 summarizes
relations quantitatively. The difference can also be analyzed
qualitatively by listening and comparing the original and
reconstructed audio samples, which are still recognizable for
our full model. We found this throughput an important mea-
sure that correlated with performance in the human studies
and enabled us to tune hyperparameters without performing
an expensive study for each configuration. Note that the in-
formation throughput rivals other constraints such as smooth-
ness. The goal is therefore to strike the best compromise. For
instance, PCA attains the highest reconstruction accuracy
but has poor smoothness (Table 3) and does not strike along
the other dimensions. The disentangled space (lower half of
Table 2) has a relatively low effect on the SNR, a reduction
from 4.43 to 4.16, while providing improved interpretability.
MNIST proved less stable to train and does not fair well
with the cycle loss, perhaps due to a lower dimensionality
that mismatches with the higher-dimensional audio encod-
ing. The high-res CelebA model yields a lower SNR, likely
because information is lost in the deeper network and the
smoothness loss affects high-frequency details differently.
Temporal Smoothness Effectiveness. Mapping from audio
to video with VAEs without constraints and PCA leads to
choppy results. Table 3 shows that this corresponds to mean
latent space velocities above 300 s−1. It shows that the tested
simpler solutions are insufficient. We visualize the gain
in smoothness in Fig. 10 by plotting the high-dimensional
latent trajectory embedded into three dimensions using multi-
dimensional scaling (MDS) [11]. The gain is similar for all
of the proposed variants. The supplemental videos show how
the smoothness eases information perception.
Visual Domain Influence. Earlier work [7, 29] suggests
that faces are suitable for representing high-dimensional
data. Our experiments support this finding for the task at
hand. Faces performed better than digits in our human study
as facial models are richer in information. This is confirmed
quantitatively by our throughput experiments, the SNR of
the jointly trained CelebA models is larger than the MNIST
models (visualized in Fig. 5). As expected, the human study
also reveals that high-resolution faces work better than
low-resolution faces.

5. Limitations and Future Work
When presented with our visualizations the first time,

users are unsure of what features they should focus on to dis-
tinguish. Our Study II shows that this improves with learning
but similar sounds, such as that and there remain somewhat
difficult to distinguish. Which is no surprise as the input au-
dio is similar, but there is room to improve the expressiveness

Baseline-PCA Ours w/o smoothness Ours (log smoothness)

3D
 M

D
S 

em
be

dd
in

g

Figure 10. Smoothness evaluation by plotting the latent em-
bedding of an audio snipped in 3D via dimensionality reduction.
For PCA and w/o smoothness constraint, consecutive audio
embeddings are scattered.

Table 3. We quantify the improvement in velocity and acceleration
in relation to audio encode throughput in SNR on the best perform-
ing model, DFC-VAE on CelebA.

Audio models SNR (dB) Velocity (s−1) Acc.(s−2)

Audio PCA 23.37 329.02 13395.11
SpeechVAE[25] 21.89 280.09 11648.17
SpeechVAE w/ Lp,log 19.89 108.89 3052.19
SpeechVAE w/ Lrr 7.73 80.80 2947.70
SpeechVAE w/ Lrr,Lp,log 6.20 59.78 1530.81
SpeechVAE w/Lrr, Lp,log, dim=256 6.28 65.63 1757.95

and make the visual language more intuitive. Moreover, the
visualization of environment sounds lose higher frequency
components since the audio models are trained on a speech
dataset. To create a more natural mapping, we plan to map
to lip motion for spoken sounds that are captured in the lip
motion while maintaining the proposed general encoding for
those that are not and for environment sounds.

6. Conclusion

We presented AudioViewer, a learning-based approach
for visualizing audio, including speech and sounds, via gen-
erative models trained in the absence of paired examples. It
can visualize sounds on faces and digits and outperforms all
baselines in distinctiveness, including state-of-the-art lip syn-
chronization and spectrograms as used in current assistive
systems. Our face visualizations retain more information
than lip motion and are easier to parse than spectrograms.
Our proof of concept AudioViewer demo shows the feasi-
bility of visualizing speech in real-time. We hope that our
sensory substitution approach will catalyze the development
of future tools for assisting people with auditorial handicaps.
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