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Abstract

Vision transformers have achieved remarkable progress in
vision tasks such as image classification and detection. How-
ever, in instance-level image retrieval, transformers have
not yet shown good performance compared to convolutional
networks. We propose a number of improvements that make
transformers outperform the state of the art for the first time.
(1) We show that a hybrid architecture is more effective than
plain transformers, by a large margin. (2) We introduce two
branches collecting global (classification token) and local
(patch tokens) information, from which we form a global
image representation. (3) In each branch, we collect multi-
layer features from the transformer encoder, corresponding
to skip connections across distant layers. (4) We enhance
locality of interactions at the deeper layers of the encoder,
which is the relative weakness of vision transformers. We
train our model on all commonly used training sets and,
for the first time, we make fair comparisons separately per
training set. In all cases, we outperform previous models
based on global representation. Public code is available at
https://github.com/dealicious-inc/DToP.

1. Introduction
Instance-level image retrieval has undergone impres-

sive progress in the deep learning era. Based on con-
volutional networks (CNN), it is possible to learn com-
pact, discriminative representations in either supervised
or unsupervised settings. Advances concern mainly pool-
ing methods [33, 1, 31, 51, 19], loss functions originat-
ing in deep metric learning [19, 52, 43], large-scale open
datasets [2, 19, 52, 46, 65], and competitions such as Google
landmark retrieval1.

Studies of self-attention-based transformers [62], origi-
nating in the NLP field, have followed an explosive growth
in computer vision too, starting with vision transformer
(ViT) [32]. However, most of these studies focus on im-
age classification and detection. The few studies that are
concerned with image retrieval [15, 5] find that transform-
ers still underperform convolutional networks, even when

1https://www.kaggle.com/c/landmark-retrieval-2021

trained on more data under better settings.
In this work, we study a large number of vision transform-

ers on image retrieval and contribute ideas to improve their
performance, without introducing a new architecture. We are
motivated by the fact that vision transformers may have a
powerful built-in attention-based pooling mechanism, but
this is learned on the training set distribution, while in image
retrieval the test distribution is different. Hence, we need to
go back to the patch token embeddings. We build a powerful
global image representation by an advanced pooling mecha-
nism over token embeddings from several of the last layers
of the transformer encoder. We thus call our method deep
token pooling (DToP).

Image retrieval studies are distinguished between global
and local representations, involving one [52, 43, 72] and
several [46, 3, 60] vectors per image, respectively. We focus
on the former as it is compact and allows simple and fast
search. For the same reason, we do not focus on re-ranking,
based either on local feature geometry [46, 56] or graph-
based methods like diffusion [14, 29].

We make the following contributions:
1. We show the importance of inductive bias in the first

layers for image retrieval.
2. We handle dynamic image size at training.
3. We collect global and local features from the classifica-

tion and patch tokens respectively of multiple layers.
4. We enhance locality of interactions in the last layers by

means of lightweight, multi-scale convolution.
5. We contribute to fair benchmarking by grouping results

by training set and training models on all commonly
used training sets in the literature.

6. We achieve state of the art performance on image re-
trieval using transformers for the first time.

2. Related work
In this section, we focus on work related to our high-

level goal, that is, improving vision transformers for image
retrieval. Work related to our particular ideas is discussed in
subsection 3.2.
Image retrieval based on convolutional networks Sev-
eral studies in image retrieval [19, 31, 65, 33, 52] are
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based on global descriptors. Common pooling methods are
SPoC [33], CroW [31], R-MAC [19], and GeM [52]. More
recently, attention-based methods are studied [43, 57]. Al-
ternative approaches are to use local descriptors to re-rank
according to geometry [46, 3, 56] or build an aggregated
representation [60, 50]. The latter approaches have better
performance but require more computational resources. It is
common to have interaction between local and global feature
extraction [3, 72].
Vision transformers Starting with ViT [32], vision trans-
formers are being very actively studied in computer vision.
Many recent studies [28, 10, 77, 47, 75, 12, 40, 41, 20, 61,
30, 22, 68, 18, 62, 11, 76, 78, 74, 6] have been shown ef-
fective, mostly on image classification but also on object
detection [4, 40]. Early models are mostly convolution-free;
subsequently, several studies combine transformers with con-
volution [26, 70, 67, 35, 9]. Self-supervised learning of trans-
formers is emerging [5, 8, 69]. We empirically investigate a
large number of architectures on image retrieval and choose
a hybrid ViT model as default.
Transformer-based image retrieval Many transformer-
based studies use models pre-trained on large scale datasets
and apply them to downstream tasks such as object detection
and segmentation. On image retrieval, there are only few
studies. After initial off-the-shelf experiments [17], the im-
age retrieval transformer (IRT) [15] has fine-tuned the model
specifically for image retrieval [52]. The self-supervised
regime is examined in DINO [5]. The re-ranking transformer
(RRT) [58] uses a transformer to re-rank images by local
features, while super-features [64] aggregates local features
by an iterative, transformer-inspired cross-attention mecha-
nism; but in both cases, the features are still obtained by a
convolutional network. No study has achieved performance
competitive with convolutional networks so far. In this work,
we introduce a new approach to obtain a global image rep-
resentation from a vision transfomer. We perform extensive
experiments on several training sets and we show that our
DToP outperforms convolutional networks, including local
descriptors in certain cases.

3. Method

Figure 1 shows the proposed design of our deep token
pooling (DToP). We motivate and lay out its design prin-
ciples in subsection 3.2, discussing different components
each time, after introducing the vision transformer in subsec-
tion 3.1. We then provide a detailed account of the model in
subsection 3.3.

3.1. Preliminaries: vision transformer

A transformer encoder, shown in the center of Figure 1,
processes a sequence of token embeddings by allowing pair-
wise interactions in each layer. While we investigate a num-

ber of vision transformers, we follow ViT [32] here, which
is our default choice. The input sequence can be written as

X = [x[CLS];x1; . . . ;xM ] ∈ R(M+1)×D, (1)

where patch token embeddings x1, . . . ,xM ∈ RD are ob-
tained from the input image, the learnable [CLS] token
embedding x[CLS] serves as global image representation at
the output layer, M is the sequence length and D is the token
embedding dimension.

There are two ways to form patch token embeddings.
The most common is to decompose the input image into
M = wh raw, fixed-size, square non-overlapping patches
and project them to D dimensions via a learnable linear layer.
Alternatively, one may use a convolutional network stem to
map the raw input image to a w × h × D feature tensor,
then fold this tensor into a sequence of M = wh vectors
of dimension D. This is called a hybrid architecture. Here,
w × h is input resolution, i.e., the image resolution divided
by the patch size in the first case or the downsampling ratio
of the stem in the second.

The input sequence is added to a sequence of learnable po-
sition embeddings, meant to preserve positional information,
and given to the transformer encoder, which has L layers
preserving the sequence length and dimension. Each layer
consists of a multi-head self attention (MSA) and an MLP
block. The output is the embedding of the [CLS] token at
the last layer, cL.

3.2. Motivation and design principles

We are investigating a number of ideas, discussing re-
lated work in other tasks and laying out design principles
accordingly. The overall goal is to use the features obtained
by a vision transformer, without designing an entirely new
architecture or extending an existing one too much.
Hybrid architecture As shown in the original ViT
study [32], hybrid models slightly outperform ViT at small
computational budgets, but the difference vanishes for larger
models. Of course, this finding refers to image classification
tasks only. Although hybrid models are still studied [20], they
are not mainstream: It is more common to introduce struc-
ture and inductive bias to transformer models themselves,
where the input is still raw patches [40, 26, 67, 75, 22].

We are the first to conduct a large-scale investigation of
different transformer architectures including hybrid models
for image retrieval. Interestingly, we find that, in terms of
global representation like the [CLS] token embeddings, the
hybrid model originally introduced by [32] and consisting
of a CNN stem and a ViT encoder performs best on image
retrieval benchmarks by a large margin. As shown on the
left in Figure 1, we use a CNN stem and a ViT encoder by
default: The intermediate feature maps of the CNN stem
are fed into ViT as token embeddings with patch size 1× 1
rather than raw image patches.

108



...

... 


...

.........
Figure 1: The high-level design of our deep token pooling (DToP). Using a transformer encoder (center), we build a global image representation for image
retrieval by means of a global branch (blue arrows, top) and a local branch (red arrows, bottom), collecting [CLS] and patch token embeddings, respectively,
from multiple layers. There are two mechanisms to improve locality of interactions (green): a CNN stem for the first layers (left), which amounts to a hybrid
architecture, and our enhanced locality module (ELM) (Figure 2(b)) in the local branch. Our dynamic position embedding (DPE) (Figure 2(a)) allows for
dynamic image size at training.

Handling different image resolutions Image resolutions
is an important factor in training image retrieval models. It
is known that preserving original image resolution is effec-
tive [23, 19]. However, this leads to increased computational
cost and longer training time. Focusing on image classifi-
cation, MobileViT [42] proposes a multi-scale sampler that
randomly samples a spatial resolution from a fixed set and
computes the batch size for this resolution at every train-
ing iteration. On image retrieval, group-size sampling [73]
has been shown very effective. Here, one constructs a mini
batch with images of similar aspect ratios, resizing them to a
prefixed size according to aspect ratio.

We follow this latter approach. However, because of dif-
ferent aspect ratio, the image size is still different per mini-
batch, which presents a new challenge: Position embeddings
are of fixed length, corresponding to fixed spatial resolu-
tion when unfolded. For this reason, as shown on the left in
Figure 1, we propose dynamic position embedding (DPE),
whereby the fixed-size learned embeddings are dynamically
resampled to the size of each mini-batch.

Global and local branches It is well known [46, 52, 43]
that an image retrieval model should focus on the target ob-

ject, not the background. It is then no surprise that recent
methods, focusing either on global or local representations,
have a global and a local branch in their architecture after
the backbone [3, 60, 66, 72, 57]. The objective of the local
branch is to improve the localization properties of the model,
even if the representation is eventually pooled into a single
vector. Even though transformers have shown better local-
ization properties than convolutional networks, especially
in the self-supervised setting [5, 25, 36], the few studies so
far on vision transformers for image retrieval are limited to
using the [CLS] token from the last layer of ViT as a global
representation [15, 5, 17].

In this context, our goal is to investigate the role of a
local branch on top of a vision transformer encoder for im-
age retrieval. This study is unique in that the local branch
has access to patch token embeddings of different layers,
re-introduces inductive bias by means of convolution at dif-
ferent scales and ends in global spatial pooling, thereby
being complementary to the [CLS] token. As shown on the
top/bottom in Figure 1, the global/local branch is based on
the [CLS]/patch tokens, respectively. The final image rep-
resentation is based on the concatenation of the features
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generated by the two branches.
Multi-layer features It is common in object detection, se-
mantic segmentation and other dense prediction tasks to use
features of different scales from different network layers,
giving rise to feature pyramids [54, 39, 38, 37, 59]. It is also
common to introduce skip connections within the architec-
ture, sparsely or densely across layers, including architecture
learning [27, 79, 16]. Apart from standard residual connec-
tions, connections across distant layers are not commonly
studied in either image retrieval or vision transformers.

As shown on the top/bottom in Figure 1, without changing
the encoder architecture itself, we investigate direct connec-
tions from several of its last layers to both the global and
local branches, in the form of concatenation followed by a
number of layers. This is similar to hypercolumns [24], but
we are focusing on the last layers and building a global repre-
sentation. The spatial resolution remains fixed in ViT, but we
do take scale into account by means of dilated convolution.
Interestingly, skip connections and especially direct connec-
tions to the output are known to improve the loss landscape
of the network [34, 44].
Enhancing locality The transformers mainly rely on
global self-attention, which makes them good at modeling
long-range dependencies. However, contrary to convolu-
tional networks with fixed kernel size, they lack a mech-
anism to localize interactions. As a consequence, many stud-
ies [78, 74, 22, 35, 10, 47, 6] are proposed to improve ViT
by bringing in locality.

In this direction, apart from using a CNN stem in the first
layers, we introduce an enhanced locality module (ELM)
in the local branch, as shown in Figure 1. Our goal is to
investigate inductive bias in the deeper layers of the encoder,
without overly extending the architecture itself. For this rea-
son, the design of ELM is extremely lightweight, inspired
by mobile networks [55].

3.3. Detailed model

According to the design principles discussed above, we
provide a detailed account of our full model. In our ablation
study (subsection 4.4), ideas and components are assessed
individually.
Dynamic position embedding (DPE) The position em-
beddings of the transformer encoder (subsection 3.1) are
represented by a learnable matrix P that is assumed to be of
the same size as the input sequence X , that is, (M +1)×D.
When image size is different in each mini-batch, the input
resolution w × h and M = wh are also different. But how
can P change size while being learnable, that is, maintained
across mini-batches?

We address this inconsistency by actually represent-
ing the position embeddings by a learnable matrix P ′ =
[p[CLS];p

′
1; . . . ;p

′
M ′ ] of fixed size (M ′ + 1) × D, where

M ′ = w′h′ and w′ × h′ is some fixed spatial resolution.

As shown in Figure 2(a), at each mini-batch, the sequence
p′
1, . . . ,p

′
M ′ corresponding to the patch tokens is unfolded

to a w′ × h′ × D tensor, then interpolated and resampled
as w × h × D, and finally folded back to a new sequence
p1, . . . ,pM . Pre-pending p[CLS] again, which remains un-
affected, yields the position embedding

P = [p[CLS];p1; . . . ;pM ] (2)

of dynamic size (M + 1)×D per mini-batch. We call this
method dynamic position embedding (DPE).
Multi-layer [CLS]/patch features The input sequence
X and the position embedding sequence P are first added

Z0 = X + P = [z0[CLS]; z
0
1; . . . ; z

0
M ] ∈ R(M+1)×D. (3)

This new sequence is the input to the transformer encoder.
Let f ℓ : R(M+1)×D → R(M+1)×D be the mapping of layer
ℓ of the encoder and

Zℓ = f ℓ(Zℓ−1) = [zℓ[CLS]; z
ℓ
1; . . . ; z

ℓ
M ] ∈ R(M+1)×D

(4)
be its output sequence, for ℓ = 1, . . . , L, where L is the
number of layers.

Given a hyper-parameter k ∈ {1, . . . , L}, multi-layer
[CLS] and patch features are collected from the sequences
ZL−k+1, . . . , ZL of the last k layers:

Fc = [zL−k+1
[CLS] ; . . . ; zL[CLS]] ∈ Rk×D (5)

Fp = [AL−k+1; . . . ;AL] ∈ Rk×w×h×D, (6)

where Aℓ ∈ Rw×h×D is the sequence zℓ1, . . . , z
ℓ
M of patch

token embeddings of layer ℓ, unfolded into a w × h × D
tensor, recalling that M = wh.

Apart from the ablation on k in subsection 4.4, can we
already get an idea whether k > 1 is meaningful? From
Figure 3, the answer is yes. Layers 1-4 and 6-11 tend to
group by correlation, while layer 5 is correlated with both
groups. It is thus not clear which of the layers 1-11 stand out
as more distinctive. What is crystal clear is that the last layer
12 is totally uncorrelated with all others.
Global and local branches The global branch, shown
above the encoder in Figure 1, takes as input the multi-layer
[CLS] features Fc (5) and embeds them in a N -dimensional
space

uc = FC(Fc) ∈ RN . (7)

using a fully connected layer (FC). The local branch, shown
below the encoder in Figure 1, takes as input the multi-layer
patch features Fp (6), containing rich spatial information.
We apply 1×1 convolution to reduce the number of channels
effectively from kD to D:

Y = conv1×1(Fp) ∈ Rw×h×D (8)
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(a) dynamic position (b) enhanced locality module
embedding

Figure 2: (a) Our dynamic position embedding (DPE) adapts learnable position embeddings of fixed size (M ′ + 1)×D to dynamic size (M + 1)×D,
when using images of different size per mini-batch. (b) Our enhanced locality module (ELM) in the local branch enhances locality of interactions and consists
of an inverted residual block (IRB), an à trous spatial pyramid pooling (ASPP) and two WaveBlock layers.
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Figure 3: Centered kernel alignment (CKA) [45, 53] heatmap between all
pairs of transformer encoding layers of our models trained on different
datasets (subsection 4.1). For a given pair of layers, CKA is the correlation
coefficient of the Gram matrices of the feature tensors of the two layers,
averaged over the training set.

Then, we apply our enhanced locality module (ELM), de-
scribed below, and we fuse with Y , choosing from a number
of alternative functions studied in the supplementary:

Y ′ = FUSE(Y, ELM(Y )) ∈ Rw×h×D, (9)

We obtain an N -dimensional embedding from the local
branch by global average pooling (GAP) over the spatial
dimensions (w × h), followed by an FC layer:

up = FC(GAP(Y ′)) ∈ RN . (10)

Enhanced locality module (ELM) As shown in Figure 2,
our enhanced locality module (ELM) consists of an inverted
residual block (IRB) [55] followed by à trous spatial pyramid
pooling (ASPP) [7]. IRB is wrapped by two WaveBlock
(WB) [63] layers, serving as feature-level augmentation:

ELM(Y ) = ASPP(WB(IRB(WB(Y )))) ∈ Rw×h×D. (11)

IRB is a lightweight convolutional layer, where convolution
is separable over the spatial and channel dimensions. In
particular, it consists of a 1× 1 convolution (expansion from
D to D′ > D), a 3× 3 depthwise convolution and another
1 × 1 convolution (squeeze from D′ to D) layer. ASPP
acquires multi-scale spatial context information: Feature
maps obtained by à trous (dilated) convolution at multiple
dilation rates r1, . . . , rn are concatenated and reduced back
from nD to D dimensions by a 1× 1 convolution.

Image representation Finally, as shown on the right of
Figure 1, we obtain a global N -dimensional image represen-
tation by concatenating uc (7) with up (10) and applying
dropout, a fully connected layer and batchnorm (BN):

u = BN(FC(DROPOUT([uc;up]))) ∈ RN , (12)

reducing the dimensions from 2N to N .

4. Experiments
4.1. Setup

Training sets There are a number of open landmark
datasets commonly used for training in image retrieval stud-
ies, including neural code (NC) [2], structure-from-motion
120k (SfM-120k) [52], Google landmarks v1 (GLDv1) [46]
and v2 (GLDv2) [65]. Most of these datasets are noisy
because they were obtained by text search. For example,
many images contain no landmarks. Clean sets are also
available where noise has has been removed in different
ways [19, 52, 65]. Overall, we use NC-clean, SfM-120k,
GLDv1-noisy and GLDv2-clean as training sets in our ex-
periments. More details are in the supplementary.
Evaluation sets/metrics We use Oxford5 (Ox5k) [48],
Paris6k (Par6k) [49], Revised Oxford (ROxford or ROxf),
and Paris (RParis or RPar) [50] as evaluation sets in our
experiments. We also use one million distractors (R1M) [50]
in some experiments. We use the Medium and Hard protocols
of [50]. Performance is measured by mean Average Precision
(mAP) and mean precision at 10 (mP@10).
Architecture The architecture is chosen as R50+ViT-
B/16 [32] with 98M parameters, pre-trained on ImageNet-
21k [13]. That is, we use Resnet50 as CNN stem and ViT-
B/16 as transformer encoder. Factor 16 is the downsampling
ratio of the stem. Through all encoder layers, the embedding
dimension is D = 768, the default of ViT-B. The addi-
tional components of DToP have only 0.3M parameters. The
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choice of architecture is among 15 candidates (14 vision
transformers and the selected hybrid model), of which we
benchmarked 12 by training on SfM-120k and measuring
retrieval performance using global features, as detailed in
the supplementary.

Implementation details We conduct a detailed ablation
study in subsection 4.4 and in the supplementary. Default
settings are as follows. The number of multi-layer fea-
tures (5),(6) is k = 6. The set of dilation rates {r1, . . . , rn}
of ASPP (11) is {6, 12, 18}. The dimension of the output
feature vector u is N = 1, 536. Training settings are detailed
in the supplementary. Supervised whitening [52] is applied
except for GLDv2-clean, where the performance drops. At
inference, the batch normalization of (12) is removed and we
adopt a multi-scale representation using 3 scales [19, 52]. We
do not consider local descriptor matching [46, 56, 3, 60, 50]
or re-ranking [29, 71].

4.2. Main results

Table 1 compares our deep token pooling (DToP) models
against the state of the art (SOTA), grouped by representation
type (global or local descriptors) and by training set. We
use a global descriptor, so local descriptors should be for
reference only, but we do make some comparisons to show
that a better training set or model can compensate for a
larger representation. To the best of our knowledge, we are
the first to organize results by training set and train a model
on all commonly used training sets in the literature for fair
comparison. More results are in the supplementary, including
re-ranking with diffusion [29].

Comparisons with global descriptors Under global de-
scriptors and all training sets, we achieve SOTA performance
in almost all evaluation cases. We do not use local descriptor
based re-ranking [46, 3, 56, 58] or aggregation [60, 50], or
any other re-ranking such as diffusion [29, 71]. Of course, as
detailed in the supplementary, our model is not comparable
to others in terms of backbone or pre-training, but it is our
objective to advance vision transformers on image retrieval
without introducing a new architecture.

On GLDv2-clean, comparing with published results of
DOLG [72], we improve by 0.7%, 1.0% on ROxf, RPar
Medium and by 7.6%, 7.8% on ROxf, RPar Hard. DOLG is
still better on +R1M, but we have not been able to reproduce
the published results using the official pre-trained model and
the same problem has been encountered by the community2.
This may be due to having used non-cropped queries or not;
the official code3 uses non-cropped queries by default, which
is against the protocol [50]. By evaluating the DOLG official
pre-trained model, we outperform it on all datasets except
Ox5k. For completeness, we also report non-cropped queries

2https://github.com/feymanpriv/DOLG-paddle/issues/3
3https://github.com/tanzeyy/DOLG-instance-retrieval

for both DOLG and our DToP separately, where again we
outperform DOLG on all datasets.
Comparisons with vision transformer studies Such stud-
ies are only few [17, 15, 5, 58]. They all use global descrip-
tors, except [58], which uses a transformer to re-rank features
obtained by CNN rather than to encode images.

On global descriptors/SfM-120k, comparing with
IRT [15], we improve by 13.4%, 10.4% on ROxf, RPar
Medium and by 14.7%, 16.2% on ROxf, RPar Hard. On
local descriptors/GLDv2-clean, comparing with RRT [58],
we improve by 6.3%, 5.3% on ROxf, RPar Medium and by
4.3%, 7.8% on ROxf, RPar Hard. This shows the advantage
of our model over the local descriptors of RRT.
Comparisons with local descriptor aggregation Studies
using local descriptors generally work better at the cost of
more memory and more complex search process. Our study
is not of this type, but we do show better performance results
if we allow different training sets—which has been the norm
before our work. Comparing our DToP on GLDv2 with
HOW [60] on SfM-120k, we improve by 2.7%, 10.4% on
ROxf, RPar Medium and by 3.4%, 20.5% on ROxf, RPar
Hard. On the same training set (SfM-120k), we improve
on RPar but lose on ROxf. We also lose from very recent
improvements [66, 64].
Comparisons with local descriptor-based re-ranking
Such methods first filter by global descriptors, then re-rank
candidates by local descriptors, which is even more complex
than local descriptor aggregation. On GLDv2-clean, compar-
ing with DELG [3], we improve by 0.9%, 4.8% on ROxf,
RPar Medium and by 0.5%, 10.1% on ROxf, RPar Hard.
Image retrieval using vision transformers In Table 2,
we compare with the few previous approaches using vision
transformers as backbones for image retrieval, to highlight
our progress. Both [15, 5] use global descriptors from the
same transformer encoder like we do, although they use
different pre-training settings. Our improvement by 10-20%
mAP is significant progress.

4.3. Visualization

Ranking and spatial attention Figure 4 shows examples,
for a number of queries, of the top-ranking images by our
DToP, along with attention maps. Our model is attending
only the object of interest, not the background. Whereas,
Resnet101 is also attending the background to a great extent.
Our full model also attends more clearly the foreground than
the baseline. More visualizations are given in the supplemen-
tary, including t-SNE embeddings.

4.4. Ablation study

Unless otherwise stated, all ablation experiments are con-
ducted on SfM-120k. Additional experiments are in the
supplementary, including experiments on 13 different trans-
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METHOD

BASE MEDIUM HARD

Ox5k Par6k ROxf ROxf +R1M RPar RPar +R1M ROxf ROxf +R1M RPar RPar +R1M
mAP mAP mAP mP@10 mAP mP@10 mAP mP@10 mAP mP@10 mAP mP@10 mAP mP@10 mAP mP@10 mAP mP@10

LOCAL DESCRIPTORS (NC-CLEAN)

DELF-DIR-R101 [46] 90.0 95.7 – – – – – – – – – – – – – – – –

LOCAL DESCRIPTORS (SFM-120K)

DELF-ASMK-SP [50] – – 67.8 87.9 – – 76.9 99.3 – – 43.1 62.4 – – 55.4 93.4 – –
DSM-MAC-R101 [56] – – 62.7 83.7 44.4 72.3 75.7 98.7 50.4 96.4 35.4 51.6 20.6 32.3 53.1 88.6 22.7 72.1
DSM-GeM-R101 [56] – – 65.3 87.1 47.6 76.4 77.4 99.1 52.8 96.7 39.2 55.3 23.2 37.9 56.2 89.9 25.0 74.6
HOW-ASMK-R50 [60] – – 79.4 – – – 81.6 – – – 56.9 – – – 62.4 – – –
FIRe-R50 [64] – – 81.8 – 66.5 – 85.3 – 67.6 – 61.2 – 40.1 – 70.0 – 42.9 –
MDA-R50 [66] – – 81.8 – 68.7 – 83.3 – 64.7 – 62.2 – 45.3 – 66.2 – 38.9 –

LOCAL DESCRIPTORS (GLDV2-CLEAN)

DELG-GeM-R50 [3] – – 78.3 – 67.2 – 85.7 – 69.6 – 57.9 – 43.6 – 71.0 – 45.7 –
DELG-GeM-R101 [3] – – 81.2 – 69.1 – 87.2 – 71.5 – 64.0 – 47.5 – 72.8 – 48.7 –
RRT-R50 [58] – – 78.1 – 67.0 – 86.7 – 69.8 – 60.2 – 44.1 – 75.1 – 49.4 –

GLOBAL DESCRIPTORS (OFF-THE-SHELF, PRE-TRAINED ON IMAGENET)

SPoC-V16 [1, 50] 53.1 – 38.0 54.6 17.1 33.3 59.8 93.0 30.3 83.0 11.4 20.9 0.9 2.9 32.4 69.7 7.6 30.6
SPoC-R101 [50] – – 39.8 61.0 21.5 40.4 69.2 96.7 41.6 92.0 12.4 23.8 2.8 5.6 44.7 78.0 15.3 54.4
MAC-V16 [51, 50] 80.0 82.9 37.8 57.8 21.8 39.7 59.2 93.3 33.6 87.1 14.6 27.0 7.4 11.9 35.9 78.4 13.2 54.7
MAC-R101 [50] – – 41.7 65.0 24.2 43.7 66.2 96.4 40.8 93.0 18.0 32.9 5.7 14.4 44.1 86.3 18.2 67.7
RMAC-V16 [51, 50] 80.1 85.0 42.5 62.8 21.7 40.3 66.2 95.4 39.9 88.9 12.0 26.1 1.7 5.8 40.9 77.1 14.8 54.0
RMAC-R101 [50] – – 49.8 68.9 29.2 48.9 74.0 97.7 49.3 93.7 18.5 32.2 4.5 13.0 52.1 87.1 21.3 67.4
DINO-R50 [5] – – 35.4 – – – 55.9 – – – 11.1 – – – 27.5 – – –
DINO-ViT-S [5] – – 41.8 – – – 63.1 – – – 13.7 – – – 34.4 – – –
ViT-B [17] 64.7 87.8 – – – – – – – – – – – – – – – –

GLOBAL DESCRIPTORS (NC-CLEAN)

RMAC-R101 [19, 50] 86.1 94.5 60.9 78.1 39.3 62.1 78.9 96.9 54.8 93.9 32.4 50.0 12.5 24.9 59.4 86.1 28.0 70.0
GLAM-R101 [57] 77.8 85.8 51.6 – – – 68.1 – – – 20.9 – – – 44.7 – – –
DOLG-R101 [72]† 73.1 79.5 47.0 67.1 – – 61.5 92.1 – – 20.0 33.7 – – 33.1 68.3 – –
DToP-R50+ViT-B (ours) 86.2 92.9 64.8 81.3 46.5 64.3 82.0 96.4 54.6 92.9 41.3 56.9 21.5 36.6 63.2 87.4 28.9 66.9

GLOBAL DESCRIPTORS (GLDV1-NOISY)

SOLAR-R101 [43] – – 69.9 86.7 53.5 76.7 81.6 97.1 59.2 94.9 47.9 63.0 29.9 48.9 64.5 93.0 33.4 81.6
GeM-R101 [65] – – 68.9 – – – 83.4 – – – 45.3 – – – 67.2 – – –
GLAM-R101 [57] 92.8 95.0 73.7 – – – 83.5 – – – 49.8 – – – 69.4 – – –
DINO-DeiT-S [5] – – 51.5 – – – 75.3 – – – 24.3 – – – 51.6 – – –
DToP-R50+ViT-B (ours) 88.8 95.7 71.6 85.1 55.8 75.9 88.7 96.6 67.8 95.6 51.7 65.1 30.9 49.3 75.9 90.4 44.1 82.0

GLOBAL DESCRIPTORS (SFM-120K)

RMAC-R101 [19]‡ 79.0 86.3 53.5 76.9 – – 68.3 97.7 – – 25.5 42.0 – – 42.4 83.6 – –
GeM-A [52, 50] 67.7 75.5 43.3 62.1 24.2 42.8 58.0 91.6 29.9 84.6 17.1 26.2 9.4 11.9 29.7 67.6 8.4 39.6
GeM-V16 [52, 50] 87.9 87.7 61.9 82.7 42.6 68.1 69.3 97.9 45.4 94.1 33.7 51.0 19.0 29.4 44.3 83.7 19.1 64.9
GeM-R101 [52, 50] 87.8 92.7 64.7 84.7 45.2 71.7 77.2 98.1 52.3 95.3 38.5 53.0 19.9 34.9 56.3 89.1 24.7 73.3
AGeM-R101 [21] – – 67.0 – – – 78.1 – – – 40.7 – – – 57.3 – – –
SOLAR-R101 [43]† 78.5 86.3 52.5 73.6 – – 70.9 98.1 – – 27.1 41.4 – – 46.7 83.6 – –
GeM-R101 [65]† 79.0 82.6 54.0 72.5 – – 64.3 92.6 – – 25.8 42.2 – – 36.6 67.6 – –
GLAM-R101 [57]‡ 89.7 91.1 66.2 – – – 77.5 – – – 39.5 – – – 54.3 – – –
DOLG-R101 [72]† 72.8 74.5 46.4 66.8 – – 56.6 91.1 – – 18.1 27.9 – – 26.6 62.6 – –
IRT-DeiT-B [15] – – 55.1 – – – 72.7 – – – 28.3 – – – 49.6 – – –
DToP-R50+ViT-B (ours) 89.7 92.7 68.5 85.4 48.9 71.7 83.1 96.4 56.5 94.0 43.0 56.9 24.7 38.9 65.8 89.1 30.3 69.6

GLOBAL DESCRIPTORS (GLDV2-CLEAN)

GeM-R101 [65] – – 76.2 – – – 87.3 – – – 55.6 – – – 74.2 – – –
GLAM-R101 [57] 94.2 95.6 78.6 88.2 68.0 82.4 88.5 97.0 73.5 94.9 60.2 72.9 43.5 62.1 76.8 93.4 53.1 84.0
DELG-GeM-R50 [3] – – 73.6 – 60.6 – 85.7 – 68.6 51.0 – 32.7 – 71.5 – 44.4 –
DELG-GeM-R101 [3] – – 76.3 – 63.7 – 86.6 – 70.6 55.6 – 37.5 – 72.4 – 46.9 –
DOLG-R50 [72] – – 80.5 – 76.6 – 89.8 – 80.8 – 58.8 – 52.2 – 77.7 – 62.8 –
DOLG-R101 [72] – – 81.5 – 77.4 – 91.0 – 83.3 – 61.1 – 54.8 – 80.3 – 66.7 –
DOLG-R101 [72]∃ 95.5 95.9 78.8 91.6 64.2 82.1 87.8 96.6 68.7 94.1 58.0 74.8 37.3 57.7 74.1 91.1 45.1 80.0
DToP-R50+ViT-B (ours) 95.0 97.0 82.1 91.7 70.9 83.9 92.0 96.6 81.9 96.4 64.5 77.4 49.0 66.6 82.9 94.3 64.0 90.6

DOLG-R101 [72]∃□ 91.7 96.2 79.3 93.2 71.3 89.1 89.2 98.9 74.7 97.7 57.2 73.0 43.4 62.6 76.6 94.1 53.6 89.7
DToP-R50+ViT-B (ours)□ 94.2 97.6 84.4 94.1 78.9 91.3 92.3 97.1 85.4 96.9 64.8 76.7 57.1 72.1 84.6 95.4 71.2 94.6

Table 1: mAP comparison by local/global descriptors and by training set; comparison of our DToP vs. global descriptor SOTA per training set. Bold: best
results per training set. A: AlexNet; V16: VGG16; R50/101:Resnet50/101. By default, all competitor results are as reported by authors. †/‡: training using
official/our code; ∃: evaluation using official pre-trained model; □: non-cropped queries.
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Figure 4: Examples of ranking by our model and spatial attention. On the left (green box) is the query, followed by 4 top-ranking results, including images
(blue box) attention maps by our DToP (full model), our baseline model (Table 3) and Resnet101. For our transformer model (full and baseline), we show the
attention map between the [CLS] and all the other tokens. For Resnet we do the same, using GAP to obtain a vector that plays the role of the [CLS] token
embedding.

DIM OXF5K PAR6K
MEDIUM HARD

ROxf RPar ROxf RPar

DINO (ViT-S) [5] – – 51.5 75.3 24.3 51.6
IRT (DeiT-B) [15] – – 55.1 72.7 28.3 49.6
Ours (DeiT-B) 85.9 90.1 62.3 78.1 33.6 54.5
Ours (ViT-B) 89.7 92.7 68.5 83.1 43.0 65.8

Table 2: mAP comparison of our model with previous approaches using
vision transformers as backbones for retrieval. Training on SfM-120k.

former backbones, the number of layers k, DPE against
baselines, ELM components, the feature dimension N , mini-
batch sampling, multi-scale features at inference as well as
fusion alternatives for (9).

Design/algorithmic ablation We assess the effect of dif-
ferent choices and components to the performance of our
model. Our baseline is the plain ViT-B/16 transformer using
raw patch tokens, with a plain [CLS] token representation
from the last layer (Fc = zL[CLS]), mapped to N dimen-
sions by an FC layer (7). The baseline is trained with group-
size sampling [73] and our DPE (2); this setting is ablated
separately. Adding the CNN stem amounts to switching to
R50+ViT-B/16 hybrid model. Adding the local and global
branches includes multi-layer [CLS] (5) and patch (6) fea-
tures respectively, where the local branch replaces the plain
[CLS] token representation (Fc = zL[CLS]) by (5) when
present. In (12), only uc (7), up (10) is present when only
the global, local branch is present respectively. Removing
ELM amounts to setting Y ′ = Y in (9).

As shown in Table 3, the greatest improvement comes
from the CNN stem when combined with the global branch,
confirming the importance of the inductive bias of convo-
lution in the early layers and the complementarity of the
[CLS] features of the last layers. In the absence of the CNN

CNN GLOBAL LOCAL ELM OXF5K PAR6K
MEDIUM HARD

STEM BRANCH BRANCH ROxf RPar ROxf RPar

77.7 85.9 52.6 76.0 26.6 52.0
✓ 76.6 87.3 54.7 77.0 27.7 54.8
✓ ✓ 78.3 89.7 57.9 78.2 24.2 54.4
✓ ✓ ✓ 81.5 89.8 61.4 79.7 32.5 57.4

✓ 81.2 86.4 55.5 76.2 31.4 52.1
✓ ✓ 88.3 91.9 66.6 83.6 41.9 67.8
✓ ✓ ✓ 89.8 91.2 67.6 81.1 40.7 62.5
✓ ✓ ✓ ✓ 89.7 92.7 68.5 83.1 43.0 65.8

Table 3: mAP comparison of variants of our model with/without different
components. Training on SfM-120k. ELM: enhanced locality module (11).

stem, each component (global/local branch, ELM) is improv-
ing the performance. By contrast, when the CNN stem is
present, the contribution of the local branch and ELM is
inconsistent across ROxf and RPar. These two components
can thus be thought as lightweight alternatives to the CNN
stem, improving locality in the last layers.

5. Conclusion
We have introduced a new approach to leverage the power

of vision transformers for image retrieval, reaching or set-
ting new state of the art with global representations for the
first time. By collecting both global and local features from
multiple layers and enhancing locality in the last layers, we
learn powerful representations that have improved localiza-
tion properties, in the sense of attending the object of interest.
Some of our ideas may be applicable beyond transformers
and beyond retrieval. Our unexpected finding that a hybrid
architecture outperforms most transformers by a large mar-
gin may open new directions in architecture design. A very
interesting future direction is self-supervised learning of
transformers for retrieval.
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