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Abstract

Most recommendation datasets for tourism are restricted
to one world region and rely on explicit data such as check-
ins. However, in reality, tourists visit various places world-
wide and document their trips primarily through photos.
These images contain a wealth of raw information that can
be used to capture users’ preferences and recommend per-
sonalized content. Visual content was already used in past
works, but no large-scale publicly-available dataset that
gives access to users’ personal images exists for recom-
mender systems. As such a resource would open-up pos-
sibilities for new image-based recommendation algorithms,
we introduce Vis2Rec, a new dataset based on visit data
extracted from users’ Flickr photographic streams, which
includes over 7 million photos, 36k recognizable points of
interest, and 14k user profiles. Google Landmarks v2 is
used as an auxiliary dataset to identify points of interest
in users’ photos, using a state-of-the-art image-matching
deep architecture. Image-based user profiles are then con-
stituted by aggregating the points of interest detected for
each user. In addition, ground truth visits were determined
for the test subset in order to enable accurate evaluation.
Finally, we benchmark Vis2Rec using various existing rec-
ommender systems, and discuss the possibilities opened up
by the availability of user images, as well as the societal
issues that come with them. Following good practice in
dataset sharing, Vis2Rec is created using only freely dis-
tributable content, and additional anonymization is per-
formed to ensure the privacy of users. The raw dataset and
the preprocessed user profiles will be publicly available at
https://github.com/MSoumm/Vis2Rec.

1. Introduction

Points of interest (POIs) are a central part of tourist expe-
riences. Ideally, tourists should receive personalized recom-
mendation in order to discover new places which are most
interesting to them. Such personalization can be achieved
by leveraging user profiles that encode their tourist prefer-
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Figure 1: Proposed use-case of Vis2Rec .

ences [10, 53]. Mainstream recommendation methods re-
lied on a form of matrix factorization to propose personal-
ized content [21, 14, 45], while more recent methods use
deep learning algorithms to improve the performances of
recommender systems [9, 44], and their effectiveness is
largely determined by the quality and richness of the avail-
able profiles. While progress was made for the profile cre-
ation step, again through the introduction of deep learning
techniques [5], this component needs further exploration.
In this work, we propose to examine if user profiles con-
structed by identifying POIs on users’ photos are suitable
for POI recommendation. The main contribution of this
work is the introduction of Vis2Rec, a new photo visual
dataset designed to study this hypothesis. We also hope
that Vis2Rec will stimulate research towards the creation
of user-based recommender algorithms.

A simplified illustration of Vis2Recproposed usage is
proposed in Figure 1. Collected from Flickr, it includes
7,158,454 total photos, 14,600 visiting users, 36,111 POIs,
and 421,065 unique POI visits. Data collection was re-
stricted to Creative-Commons-licensed content in order to
enable its public sharing.
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Secondly, we examine the role of visual mining in the
profile constitution process. Following recent trends [3], we
use a deep learning model which recognizes 81k POIs by
leveraging the Google Landmarks Dataset v2 [54]. Because
a visual classifier transforms raw data into profiles without
requiring effort from the users, such a method is suitable for
large-scale real-world applications. As a result, the ability
of the model to recognize many POIs is the driving factor
in creating detailed profiles which cover a large number of
cities or towns (referred to as cities hereafter).

The proposed profile extraction process is instantiated
for the creation of Vis2Rec. However, it is more generally
applicable to create rich tourist profiles with minimal effort
on the user side. This is because raw data are transformed
into actionable cues with no effort required on the user side,
as opposed to explicit contributions required by check-ins
based datasets such as Gowalla or Foursquare [57].

We compare 8 existing recommendation methods that
provide promising performances according to existing
benchmarks! in section 3. Profiles are solely based on the
visual identification of POIs on the user images. The re-
sults show that information extracted from the visual data is
suitable for the recommendation task, and that Vis2Rec pro-
vides a new benchmark for state-of-the-art recommender
systems. To facilitate reproducibility and stimulate fu-
ture research, the dataset will be made publicly available
athttps://github.com/MSoumm/Vis2Rec.

2. Related Work

Existing POI datasets. POIs are an important compo-
nent of tourist visits and their recommendation has received
strong attention from the research community [10, 53]. A
recent review discusses POI recommendation based on mul-
timedia content [10], underlining the central role of visual
content in recording tourist visits. As a result, it is natu-
ral to leverage visual datasets in order to elicit user pref-
erences in the direction of personalizing their tourist ex-
periences. In an earlier work (2009), the authors of [19]
collected 400,000 images from tourism blogs. Photo con-
tent was mined and integrated into a graph-based frame-
work to propose personalized visits in a few dozen large
cities. A large-scale dataset was collected from Panoramio
before 2010 and leveraged for POI recommendation named
Photo2Trip [28]. This dataset included over 20 million geo-
tagged images and 30,000 POIs which covered over 100
countries. POI discovery was done based on a clustering
of geotags associated to images, and not on an analysis of
the image content. A more refined recommender based on
geotags was proposed in [2], where the authors introduce
a semantic component in user profiles. An important hy-
pothesis made in [2, 28] is that geotags are available for all

'https://paperswithcode.com/task/
recommendation-systems

photos. However, this is often not the case either because
photos are taken with devices that do not record geoloca-
tion, or because users are reluctant to share both types of
data [46]. An Instagram dataset introduced in [51] contains
images taken in two cities (New York and Chicago), and a
visual model pretrained on ImageNet LSVRC [39] is used
to describe image content. While the authors stated that the
dataset will be publicly available, this is no longer the case,
probably due to copyright and user consent issues that are
related to the choice of the data source.

The unavailability of large-scale POI-related datasets
makes the comparison of methods and reproducibility of re-
sults difficult. We introduce such a dataset to facilitate the
sound development of future works. Our work is informed
by challenges that prevented the publications or led to the
withdrawal of past datasets. The measures implemented
to respond to these challenges pertain to data provenance,
rights, and processing, and are detailed in subsection 3.4.

Also of interest are datasets such as Gowalla check-
ings [6] and Foursquare Complete [56]. They are mined
from location-based services and are based on user check-
ins. While interesting, there are two important differences
with our dataset: (1) they require an explicit contribution
from users for checking-in, and (2) their focus is not on
tourism, but rather on commercial activities (Gowalla) or
on cultural mapping by local users (Foursquare). Moreover,
due to their size and nature, the heavy preprocessing needed
to convert raw data into POI visits leads to often considering
only a localized slice of these datasets [57].

POI mining. This is a central component of our ap-
proach. A comparison of data sources used for POI rec-
ommendation [40] underlines their complementarity. The
authors of [24] introduced an interesting approach that com-
bines textual, visual, and user data to associate Instagram
photos to POIs. Then, the obtained information was aggre-
gated in user profiles which express their preferences. One
hypothesis made is that textual data are available, which is
true for a part of the images shared on social network, but
not for the majority of user images, which are simply stored.

Visual POI recognition is an appealing alternative be-
cause it only requires the photos themselves, and no effort
from the user side to build the profile. The main challenge
here is to ensure that the recognition process is sufficiently
accurate for a search space which includes a very large num-
ber of POIs. The availability of rich datasets such as Google
Landmarks [54] facilitated the development of deep learn-
ing approaches to tackle POI recognition at scale. The task
can be implemented using either classification or match-
ing approaches. Recent classification approaches [8, 55]
use deep architectures such as EfficientNet [47] or visual
transformers [27], in isolation or ensembled, to automat-
ically label POIs in images. This process is fast since it
only requires an inference for test images. However, it re-
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Dataset name Domain #Users #ltems  #Interactions Additional information
Amazon clothing [36] | E-shopping 58,197 44,310 422,474 Item images, Item features
MovieLens20M [11] Movie 20,720 136,677 20M Item features
Netflix [1] Movie 463,435 17,769 100M Item features
Foursquare (POI) [57] Travel 2,321 5,596 194,108 User relations
Gowalla (POI) [57] Travel 10,162 24,250 456,988 User relations
Vis2Rec (ours) Travel 14,600 36,111 421,065 User images, Item images, Item features

Table 1: Comparison of Vis2Rec (filtered for recommendation) with a few existing recommender system datasets

quires a relatively large number of labeled images per class
for a reliable classification, and this condition is not met
for many POIs. Deep visual matching [32] is mainly based
on local content descriptors which are matched in a pair of
images. The challenge here is to make the matching pro-
cess scalable since each image is potentially compared to
all available reference images. Recent methods [3] reduce
the complexity of the process by implementing a two-stage
matching process: a lightweight global description is first
used to preselect similar reference images. Local features
are then matched only for the most promising preselected
candidates. Such methods are more adapted here because
they can be run even for scarcely represented POIs and can
be deployed to POIs which were not explicitly learned, con-
trary to classification methods.

Recommendation. The increase of available user data
and processing power in the last decades have led recom-
mender systems to mostly rely on Collaborative Filtering
(CF) techniques. While neighborhood approaches such as
user-knn remain simple yet effective baselines, Matrix Fac-
torization (MF) methods [21, 17, 14, 23] have been predom-
inant since the Netflix Prize challenge [1]. More recently,
new recommender systems leverage advances in deep learn-
ing by using VAE architectures [25, 26, 49, 44] or graph
structures [13]. While most of these methods primarily rely
on the user-item matrix, additional visual data can be used
to enhance recommendation [36, 12, 33]. In these works,
only the item visual features are used. However, authors
of [52], whose setup is the closest to our work, show that
using user images is useful for the POI recommendation
task, but unfortunately, the used dataset cannot be found
anymore. The incentive to use mostly item features as addi-
tional information mainly comes from the available data. A
comparison of the most popular recommendation datasets
(Table 1) shows that the available information usually in-
cludes a large-scale user-item matrix, along with item fea-
tures and/or images, and at best user graph relations. De-
spite the setup of [52] being promising, the lack of user im-
age data is an obstacle to future research in that direction.

3. Vis2Rec Dataset

The goal of Vis2Rec is to provide a realistic and sustain-
able testbed for visit recommendation, based on user im-

ages. To meet this objective, we need to address technical,
legal, and ethical challenges.

The dataset is built to propose recommendations at scale,
and after the correct processing for recommendation, it
caters to at least 36,111 POIs in 5,012 cities. These POIs
are taken from Google Landmarks v2 (GLv2) [54] in order
to enable large-scale visual POI recognition. The size of
the user set is also important in order to capture diversified
user preferences. Preprocessed Vis2Rec includes a total of
14,600 users, 829,673 POI-associated user images, and over
6M additional images.

Sustainability is ensured by implementing a legally-
compliant data collection and distribution process. The
dataset includes only distributable images which were taken
on visit days. Equally important, face de-identification was
applied to ensure the anonymity of the users.

We describe the main steps of the dataset constitution
and packaging below, and the data collection and structur-
ing pipeline is summarized in Figure 2.

3.1. Initial data collection

POI set. GLv2 [54] is one of the largest publicly avail-
able POl-related dataset, which was collected from Wiki-
media commons. We use the ’clean” subset which includes
a total of 1,580,470 images which represent 81,313 POls.
GLv2 is therefore adapted for the creation of a comprehen-
sive visit recommendation dataset, such as Vis2Rec. To per-
form efficient data queries, we need to enrich this dataset by
mining information from the Wikipedia pages associated to
POIs. The resulting dataset includes the name of the POI
(with translations, when available), its associated GPS co-
ordinates, and the closest city from the Geonames? list of
139,439 cities which have at least 1000 inhabitants.

User set. Flickr offers an easy-to-use API for a large col-
lection of images and associated metadata, and is as such
a very adapted data source to our work setup. We launch
Flickr API queries with the POI name(s), using a 3 km ra-
dius around the coordinates. Queries are limited to photos
distributed under Creative Commons licenses to ensure that
they are redistributable. Metadata for up to 5000 photos is
collected for each POI, containing photo ID, user ID, and
user tags, as well as geographic coordinates of the photos.
This process provides an initial list of 20k preselected users.

’https://www.geonames.org/
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Figure 2: Data collection and annotation pipeline.

3.2. Domain-related data selection

The image collection should be focused on tourist visits.
More specifically, we collect all the photos corresponding to
a potential visit day, determined by generating coarse POI
predictions for each image. A day is kept if it includes at
least one POI name in the image tags. Since POI names are
often ambiguous [35, 42], further post-processing is needed
to disambiguate potential POI matches. Whenever geolo-
cation is available for at least one photo taken during one
day, it is used to check for POIs which are located within
a radius of 10 kilometers. If geolocation is not available,
we resort to text-based matching which uses a probabilistic
geographic language model [42]. This model associates the
visit day with a list of probable cities based on the aggre-
gation of the location probabilities of the tags used during a
tested day. A geolocated subset of metadata is used to de-
termine a threshold which provides a good balance between
precision and recall for detected visit days.

This matching provides a text-based profile of each
user [22] which is used to select interesting users for the
visual dataset. The direct use of text-based profiles for rec-
ommendation [22, 34] is possible but is suboptimal since
users are required to provide explicit textual annotations of
their visits, which often leads to incomplete profiles. The
resulting intermediate dataset includes 17k user profiles and
a total of 27k text-annotated POIs.

3.3. Visual matching of POIs

Vis2Rec is intended for recommendation based on the
sole use of photo content and we should make no assump-
tion regarding the availability of textual annotations or ge-
olocation for the dataset. This is important in practice in
order to design a profiling pipeline that does not require any
effort from the users. Consequently, we collect images for
the visit days identified in the intermediate dataset based on
tags (Subsection 3.2). These photos are then compared to
POI images from Google Landmarks v2 dataset [54] using
a DELG descriptor [3].

Visual matching procedure. Visual matching is per-
formed using DELG [3], which achieves state-of-the-art
single model instance-level recognition on GLv2. We use
the model only for inference since the pretrained weights

on GLv2 can be found in the official implementation 3. The

visual matching of candidate and reference images is done

in two steps:

1. a2048-dimensional global embedding is used to select a
subset of similar reference images from GLv2 for each
candidate image in which POI occurrences are searched.
Following common practice, the top-20 most similar ref-
erence images are retained for the second step.

2. a geometric verification process based on 128-
dimensional local descriptors provided by DELG is per-
formed to refine the list of similar reference images. The
final ranking is based on the number of matched key-
points between the candidate and the reference images.

This two-step process is needed since global retrieval is fast

but potentially prone to errors, while geometric verification

is slow but accurate. Each candidate image is paired with
the reference image that has the highest matching score, and
attributed with the POI represented by this reference image.

The number of keypoints can be used as a confidence esti-

mator for the quality of visual matching.

Results. Since DELG was pretrained on the same POI
set as Vis2Rec , the visual matching procedure has good
qualitative results (see Figure 3). Correct identification is
possible for a wide range of setups, including outdoor land-
scapes, indoor architectures, as well as difficult lighting
conditions. However, this process is far from perfect and
fails in particular situations (Figure 3). By analyzing the
results of the visual matching, we can identify three types
of recurring errors: (1) objects which occur in different re-
gions of the world and are representative for POIs (Figure 3
(d)); (2) visually similar objects which are specific to a city
(Figure 3 (e)); and (3) visually similar POIs (Figure 3 (f)).

The first type of error can be reduced by removing GLv2
reference images which match target images located in dif-
ferent parts of the world. To do this, we use a geolocated
validation set and remove any reference image which was
matched only to POIs farther than 15km away at least 5
times. The remaining spatial aberrations are removed by
selecting the most confident POI detection for each day
and removing detections corresponding to POIs farther than
100km from it. This geographic filtering removes over 1
million images.

3https://github.com/tensorflow/models/tree/
master/research/delf
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Figure 3: Examples of visual matches provided by DELG. The model recognizes correctly: (a) outdoor landscapes; (b)
indoor scenes; (c) different lighting conditions. Errors can be caused by:(d) same objects in different places; (e) Signs with

identical features; (f) similar architectures.

The second type of error is the most difficult to handle
since neither a spatial criterion nor a good matching score
threshold can deal with them.

The third type of error is usually associated to lower
matching scores. By manually verifying a few hundred
matched image pairs, we observe that a matching score of
30 leads to an accuracy of at least 98%. Interestingly, this
coincides with the threshold chosen in the GLv2 article [54]
to generate the “clean” subset, and to the threshold that
leads to the best recommendation results (see Section 4).
In the rest of this work, this is the default chosen threshold.

3.4. Data distribution

We present dataset-level statistics for detected POIs and
user visits. These statistics are obtained after applying
the visual matching error mitigation measures described in
Subsection 3.3, and lead to a dataset comprised of 36,111
unique POIs, depicted on 820,593 images, corresponding
to 421,065 unique user visits. Since these statistics highly
depend on the chosen matching threshold, the distributed
dataset contains all of the POI predictions without any fil-
tering to allow for further research and POI discovery.

10°

Figure 4: Spatial distribution of identified visits. Darker
points correspond to a large number of identifications.

Identified POIs. Figure 4 illustrates the distribution of
identified visits across the world, along with the associated
number of detections. The obtained distribution is in line
with global tourist visit trends [50], and shows a strong con-
centration of POIs in Western Europe, East and West coasts
of North America, and Eastern and South-Eastern Asia. The
distribution is also influenced by Flickr usage trends, and
confirms previous analyses of geolocated photos shared on
this platform [7, 35]. The distributions of the number of
identified POIs and the number of visits per city are pro-
posed in Figures 5 and 6, respectively.

Both of them exhibit long-tail shapes, with a large num-
ber identified POIs and of visits concentrated in large tourist
hotspots, such as London, Paris, New York City, and signif-
icantly fewer visits associated to the other cities. More de-
tails about the visited POIS and visits in the different cities
are provided in the supplementary material.
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Figure 5: Distribution of the number of identified POIs in
the top 200 cities.
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Figure 6: Distribution of the number of user visits in the top
200 cities
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User visits. User profiles generated in Vis2Rec are rich
and diversified. First of all, 84% of the users visited at least
5 POIs, a threshold commonly used in recommender sys-
tems for filtering purposes, while the median user visited 16
distinct POIs. Secondly, 95% of the users visited more than
one city, 8 being the number of cities visited by the median
user, resulting in rich travel profiles. These observations can
be easily explained by the fact that travel images are often
uploaded to Flickr to highlight their extraordinary nature.
Therefore, one should keep in mind that Vis2Rec does not
contain images that are representative of the everyday life
of its users, but more of their vacation travels.

Additional images. Confident POI detections account
for 11% of the 7,158,454 total images. We estimate that
between 1 and 2 million other images could depict POls,
and counting them as valid by lowering the matching score
threshold would increase the POI set to around 60k unique
POIs. However, this introduces many false positives in
the user profiles, resulting in lower recommendation perfor-
mances. As per this observation, a threshold of 30 matching
keypoints is kept throughout our work. The remaining im-
ages are non-POI personal user photos and are distributed
for potential further work.

3.5. Dataset partition and annotation

Splits. The dataset is split into train, validation, and test
subsets to enable the application of learning-based recom-
mendation methods to it. The validation and test subsets
are further divided into inputs and targets, the former being
used as the user known profile to get recommendations, and
the latter to calculate metrics and benchmark recommender
systems. The target set is verified to ensure the meaning-
fulness of the recommendation benchmarks. We preselect
the top 200 cities based on their number of POIs and look
for users that exhibit multiple visits in these cities. We iso-
late 2,100 such users and determine their ground truth visits
either automatically or with manual annotation.

Automatic annotation. In preliminary experiments, we
analyzed random samples of target-reference image pairs
provided by the geometric matching process. We parti-
tioned the matched pairs into bins based on their matching
score, each bin corresponding to a 10-keypoints window.
We then drew 500 random samples from each bin and per-
formed a manual verification of the matched pairs. The re-
sults showed that the visual matching has an accuracy of
over 99% when the number of matched keypoints is larger
than 40. As the test set requires more confident annotations
than the train set, we decided to label all pairs which share
more than 40 keypoints as correct.

Manual annotation. A manual annotation process is run
for the remainder of the target subset of validation and test
users. A total of 10k image pairs with a matching score
lower than 40 are manually verified. The task is relatively

Split  #Users #Items #Interactions  #Images
train 13,066 34,291 343,286 5,914,005
test/val 1,534 16,822 54,743 951,012

Table 2: Splits of Vis2Rec processed for recommendation.

simple since annotators need to decide whether the two im-
ages of a target-reference pair depict the same POI or not.
Three annotators verify each pair and we consider the match
to be correct if at least two of them label it correct. More de-
tails about the annotation process and interface are provided
in the supplementary material.

As a result of this filtering, only 1,534 users with more
than 5 annotated POIs remain, as its a common threshold
for recommender systems [20]. The users’ annotated POIs
constitute their target set and account for 30% of their visits,
the remaining 70% being used as the input set.

The resulting splits are described in table 2. For our ex-
periments, we use a test set size of 1000 and use the 534
remaining users for validation.

3.6. Dataset compliance

First, Vis2Rec was collected via the official Flickr API, a
data source which allows the constitution of datasets made
of data originally shared by its users. For instance, the well-
known YFCC100M dataset [48] was also collected from
Flickr and is still available today. Second, we keep only
images which are shared under Creative Commons (CC) li-
censes in order to enable lawful redistribution of content.
The dataset will be published using a license that is com-
patible with the most restrictive CC licenses included in
Vis2Rec, and commercial reuse will be notably not permit-
ted. Third, we will enforce the data minimization principle
defined in Article 5 of the General Data Protection Regu-
lation*, and share only the data needed for the POI recom-
mendation task. The dataset includes only images taken on
days that correspond to tourist visits. A qualitative explo-
ration of Vis2Rec showed that it contains many personal im-
ages. As such faces will be de-identified [29] in the dataset
to protect the anonymity of the depicted persons.

4. POI recommendation
4.1. Tasks and Metrics

Data used. As described in section 3.4, the POIs iden-
tified in Vis2Rec by DELG create a subset suitable for rec-
ommender systems, but also includes other images which
could further enrich profiles. Since the main objective of
the paper is to describe the dataset, we benchmark recom-
mendation systems that work on top of POI-based profiles.
Usage of the additional data is left for investigation in fu-
ture work. Unfortunately, since there are no other available

4https://gdpr-info.eu/art-5-gdpr/
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POI image recommendation datasets, a comparison of this
benchmark with other data sources would not be fair and
thus is not performed here.

Notations. We denote Y = {ui,...,u,} and Z =
{v1, ..., U } the sets of users and items (POIs) respectively.
We make an assumption of implicit positive feedback since
we equate photo uploads with an interest for the visited
items. Also, since no range of user experience can be de-
termined, our data is binary, contained in a user-item matrix
R = [ri;]. A user u; is therefore encoded by a sparse binary
vector representing their inferred visits. We will denote by
S, the set of items we want to predict for the user u,.

Recommendation pipeline. Algorithms are trained us-
ing the frain set visual predictions. An item from the train-
ing set is considered visited when its visual matching score
is above 30. Then, during the test phase, algorithms receive
a test input sparse vector u, ' representing the known visits
for user u;, and predict ratings 7;; for each v; € Z. Item are
then ordered by decreasing rating score to calculate rank-
ing metrics, namely Recall@ N and NDGC@N, commonly
in recommender system benchmarking [41]. To obtain a
fair comparison to baseline methods, we filter the predicted
items to the POIs located in the cities visited by the test
users. More detailed discussion of metrics can be found in
the supplementary material.

4.2. Recommendation methods

We aim to benchmark Vis2Rec for recommendation sys-
tems, based on an interaction matrix which associates users
and POIs. We discuss the tested methods below.

Oracle. A perfect recommender system that produces a
list of train items truly visited by the user. Since some test
items may not be present in the training set, and ranking
metrics use a top-/N recommendation list (which, depend-
ing on N, may be too small to cover all target items), the
Oracle system provides us with a performance upper bound.

MostPop. The “travel guide” recommendations, which
recommends the most popular items for everyone. Popu-
larity is computed based on the count of training users who
visited the POI. This is a strong baseline since it aggregates
the interests of a large community of travelers [34].

User-KNN. Computes the similarity (usually cosine)
Sim(u;, u; ) between the vector of known items of u; and
the vectors of all the train users u;/, then predicts the score

Z'Ui/eN(ui) Slm(u“ ui') X Tt
Zui, eN(u;) |Szm(u“ Us! )|

Tij =

where N (u;) is the top-k neighborhood of wu;.

MF|[21]. A method popularized by the Netflix challenge.
Learns by gradient descent latent vectors u; and v for users
and items to optimize :

) A
Fij = w vy + S (] + (v,

WMF([17]. In the case of implicit feedback, observed in-
teractions contain more information than unobserved ones.
Weighted Matrix Factorization weighs the MF loss so as to
penalize observed interactions more than unobserved ones.

BPR[38]. Bayesian Personalized Ranking turns implicit
feedback into ordinal preferences. It considers a user u;
who interacted with item v; and did not interact with item
v; to maximize the joint likelihood over all triplets:

I1 c@fv; —ufw)

(4,4,0)

NeuMF[14]. Neural Matrix Factorization treats recom-
mendation as a classification task with respect to a binary
;5. It combines shallow (Generalized Matrix Factorization)
and deep (MLP) user and item representations and is known
to outperform MF in an implicit rating setup, such as ours.

EASE[45]. A popular and simple recommender system
with close to state-of-the-art results on many recommenda-
tion datasets. It computes an item-item weight-matrix, sim-
ilar to SLIM [31], but much more efficiently, by solving:

min|| R BR||% + \|B||%, st. diag(B) =0

with a closed-form solution.

RecVAE[44]. Variational Auto-Encoders are deep learn-
ing architectures that learn a latent space with a better struc-
ture than simple auto-encoders. By leveraging a sampling
mechanism in the latent space, they are less prone to over-
fitting and achieve state-of-the-art results on MovieLens
20M and the Netflix datasets. We use the RecVAE vari-
ant, which is inspired by 3-VAE [16] and denoising-VAE
[18], and is adapted for an implicit binary-data setup.

4.3. Benchmarking

Methodology. We trained all methods described in sec-
tion 4.2 using the Cornac’ library. RecVAE, which was not
present natively, was re-implemented. All methods were
trained on the frain set, and fine-tuned on the validation set
when needed. The optimized hyperparameters sets found
for each method are detailed in the supplementary material.

Results. Results for both benchmarking tasks on the fest
set are reported in table 3. For trainable methods, five ran-
domized runs were aggregated and averaged performance
is reported. The standard deviation for each metric is in
the order of 0.005. The best performance according to all
metrics is obtained with RecVAE, followed by EASE, with
a significant gain associated to the first method. Since our
data is binary and positive only, factorization methods un-
derperform even compared to MostPop. The high scores of

Shttps://github.com/PreferredAl/cornac
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Recall@20  Recall@50 NDGC@20 NDGC@50
Oracle 0.9393 0.9675 0.9816 0.9794
MostPop 0.2777 0.4509 0.2240 0.2897
User-KNN 0.2745 0.4518 0.1956 0.2642
MF[21] 0.2196 0.4239 0.1255 0.2043
BPR[38] 0.2806 0.4636 0.2240 0.2939
WMEF[17] 0.2735 0.4629 0.2009 0.2743
NeuMF[14] 0.2557 0.4279 0.2023 0.2665
EASE [45] 0.2979 0.4787 0.2475 0.3176
RecVAE [44] 0.3410 0.5140 0.3003 0.3644

Table 3: Performance of tested recommender systems on
Vis2Rec .

ARecall@20  ARecall@50 ANDGC@20 ANDGC@50

- MostPop 0.00 0.00 0.00 .00
S 25% EASE -0.02 -0.03 -0.02 -0.02
g RecVAE -0.02 -0.03 -0.04 -0.03
< MostPop 0.00 0.00 0.00 0.00
§ 50%  EASE -0.04 -0.05 -0.05 -0.05
RecVAE -0.07 -0.01 -0.07 -0.07
- MostPop 0.00 0.00 0.00 0.00
S 25% EASE -0.01 -0.01 -0.01 -0.01
g RecVAE 0.00 0.00 0.00 0.00
f MostPop 0.00 0.00 0.00 0.00
2 50%  EASE -0.02 -0.02 -0.02 -0.03
= RecVAE -0.02 -0.02 -0.02 -0.02

Table 4: Results difference when ablating the user profiles
or the number of users. The relative difference with results
from Table 3 is presented.

MostPop also indicate that users tend to deviate only moder-
ately from the average behavior of visitors, which favors fa-
mous POIs over the rest of the cultural offer of the modeled
cities. This makes the tasks more interesting since the infor-
mation needed for better performances has to be extracted
through more advanced methods. The user-item space mod-
eling done with RecVAE meets this requirement since this
method clearly outperforms MostPop. The results reported
here constitute a sound baseline for future works which will
use Vis2Recsince they cover a large panel of methods.

Ablation study. Table 4 describes the performance dif-
ferences for recommendation when ablating POI identifica-
tion and training profiles from Vis2Rec , respectively. We
report results for the best two algorithms determined on the
full data, along with those for MostPop baseline. MostPop
is robust to the ablations, and this indicates that the dataset
is large enough to create a stable popularity-based ranking
of recommended POIs. In contrast, EASE and RecVAE are
negatively impacted by ablations. This is intuitive since
they rely on finer-grained cues learned from the user-item
interactions. The ablation of 50% of identified POIs has the
strongest impact, with a performance reduction for RecVAE
of at most 7 percentage points. However, the corresponding
reduction is only 3 percentage points when 25% of the POIs
are removed. This observation, along with the stable results
obtained when removing 25% user profiles shows that the
total size of the training set allows for a robust benchmark-
ing of the recommendation algorithms.

5. Ethics and Societal impact

Recommender systems provide a useful service to users,
but their widespread use has also generated strong concerns
due to the privacy-personalization trade-off that they re-
quire [37], and to biases that they generate [4]. Aware of
the first challenge, we propose a dataset that includes only
public content that is redistributable, we limit the distribu-
tion of images to those taken on visit days and anonymize
all images which include faces, as described in Subsec-
tion 3.6. Moreover, the proposed use-case of Vis2Rec could
be acheived in a scenario where profile construction and
recommendation are made on the users’ device.

The negative effect of biases generated by recommenda-
tion was notably highlighted for the political domain [30] or
e-commerce-related over-consumption [15]. The latter risk
can occur for the recommendation of tourist visits and can
lead to an increased carbon footprint of the users, but can
be mitigated by favoring the recommendation of visits to
nearby destinations. Such proposals are in line with tourist
trends observed following the COVID-19 pandemics [43]
and are likely to be accepted by users.

6. Conclusion

We introduce Vis2Rec, a dataset for visit recommenda-
tion, to fill the gap generated by absence of a large-scale
publicly-available resource in this domain. We describe
its constitution, the measures implemented to ensure its
sustainable distribution, an evaluation methodology, and a
benchmark of a diverse set of recommendation algorithms.
The obtained results show that the proposed task is chal-
lenging, and thus future research is needed to improve fur-
ther improve performance.

Encouraged by the promising results reported here, we
discuss potential improvement axes. First, we obtained rec-
ommendation results based on the identification of POIs in
images by using a recent visual matching algorithm [3]. The
distribution of images facilitates the inclusion of stronger al-
gorithms that are likely to be developed in the future. Sec-
ond, images contain additional cues which could be lever-
aged in order to obtain more comprehensive profiles [52],
and ultimately improve the proposed recommendations.
Such enrichment is made possible by the proposed distri-
bution of all Flickr images uploaded by the users for each
visit day. Third, Vis2Rec comes with additional data which
could be leveraged. Simple use of geo-temporal data was
proposed here, but more refined techniques, such as [23]
would probably prove beneficial. Data at higher semantic
and finer-grained semantic levels could also be extracted for
Vis2Rec . Finally, we fed user profiles to a diversified range
of recommendation algorithms to highlight the usage of the
datasets. It would be interesting to test other additional re-
cent algorithms, such as [26, 12, 36] and their future devel-
opments, to improve performance.
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