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Abstract

This paper proposes a method for visually explaining the
decision-making process of 3D convolutional neural net-
works (CNN) with a temporal extension of occlusion sen-
sitivity analysis. The key idea here is to occlude a specific
volume of data by a 3D mask in an input 3D temporal-
spatial data space and then measure the change degree in
the output score. The occluded volume data that produces a
larger change degree is regarded as a more critical element
for classification. However, while the occlusion sensitivity
analysis is commonly used to analyze single image classi-
fication, it is not so straightforward to apply this idea to
video classification as a simple fixed cuboid cannot deal
with the motions. To this end, we adapt the shape of a
3D occlusion mask to complicated motions of target ob-
jects. Our flexible mask adaptation is performed by con-
sidering the temporal continuity and spatial co-occurrence
of the optical flows extracted from the input video data.
We further propose to approximate our method by using
the first-order partial derivative of the score with respect
to an input image to reduce its computational cost. We
demonstrate the effectiveness of our method through vari-
ous and extensive comparisons with the conventional meth-
ods in terms of the deletion/insertion metric and the point-
ing metric on the UCF101. The code is available at:
https://github.com/uchiyama33/AOSA.

1. Introduction

This paper proposes an adaptive occlusion sensitivity
analysis for visualizing and understanding the decision-
making process of 3D convolutional neural networks
(CNN) [15, 33] for video classification. Our occlusion sen-
sitivity analysis provides informative sensitivity maps that
indicate which parts of an input video are more important
for explaining 3D-CNN predictions.

With increased attention to the high ability of deep neu-
ral networks (DNN), how to explain the DNN predictions

has become a fundamental problem in both theoretical study
and practical applications, particularly in serious tasks di-
rectly related to human life such as medical diagnosis and
accident investigation of an autonomous vehicle [32]. Many
types of methods have been proposed to provide such an
explanation, mainly for CNN taking a single image as in-
put [26, 35, 22, 9], as will be surveyed in the next section.

In this paper, of these, we focus on a method using the
occlusion sensitivity analysis (OSA) [35], which has been
widely used for visually explaining CNN predictions due to
its simple idea and expandability. Our basic idea motivated
by the OSA is to occlude a specific volume of data by a 3D
mask in an input 3D temporal-spatial data space and then
measure the change degree in the output score as shown in
Fig.1. We regard an occluded volume that produces a more
significant change in the score as more critical data for the
predictions.

This idea is simple and easy to implement. However,
it is not straightforward to incorporate the idea of OSA into
the 3D-CNN network architecture since OSA has been orig-
inally developed to explain the prediction process of the
standard 2D CNN that takes not a video but a single im-
age as an input. For example, one may come up with a way
of extending a rectangle mask along the temporal direction
to a cuboid mask in an input 3D spatio-temporal space as a
simple extension of the OSA. However, this naive approach
does not work as expected when a target object moves, as
a fixed cuboid mask cannot continue to occlude the moving
object throughout the video.

To address this issue, we propose to change the shape of
a 3D occlusion mask adaptively to the complicated motions
of a target object, considering the temporal continuity and
spatial co-occurrence of the motions. To this end, we first
extract the optical flows [7, 5, 21] from an input video and
then move each occlusion mask set to an attention region
detected in the first frame of the video. In this way, the
movement trace of an occlusion mask forms a blended tube
mask with a rectangular shape, as shown in Fig. 2. We call
this 3D occlusion mask a spatio-temporal occlusion mask
Ω. This 3D mask is the base of our method.
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Figure 1: The framework of Adaptive Occlusion Sensitivity Analysis (AOSA). Our approach tracks objects using optical
flow so that a spatio-temporal occlusion mask can occlude the same object throughout the video. A saliency map is generated
by measuring the change degree in the output score when the occluded video is input to the 3D-CNN.

We need to consider multiple spatio-temporal occlusion
masks to handle multiple objects with more complicated
motions simultaneously. For this purpose, we group mul-
tiple occlusion masks with similar positions and motions
into the same class and then integrate a set of masks into
one mask Ω̂ with larger volume size. In this way, we gen-
erate a more effective 3D mask. We call this new analysis
Adaptive Occlusion Sensitivity Analysis (AOSA).

Furthermore, we discuss two valid options for further en-
hancing our analysis method. First, we describe applying
the conditional sampling method [38] to effectively fill the
intensity values in each occlusion mask instead of using a
constant value. Next, we describe the computational cost
of our method. Although OSA is essential for constructing
our method, it causes an additional problem of high com-
putational cost due to conducting OSA over a whole video
many times. We introduce an approximation computation
of the change score to reduce the cost. Considering a 3D-
CNN as a certain function that transforms an input video to
a class score, we approximate the function in the first or-
der using its Taylor expansion, where the first-order partial
derivative of the function with respect to an input image and
the derivate can be obtained by the automatic differentiation
through back-propagation.

In the experiment section, we first conduct a qualitative
evaluation of our sensitive map in comparison with that of
various conventional methods. Next, we compare the ef-
fectiveness of our method with the conventional methods in
terms of the deletion/insertion metric and the pointing met-
ric [22], which have been widely used as valid indexes, on
the video classification on UCF101 [29].

Our main contributions are summarized as follows.

(1) We propose an adaptive occlusion sensitivity analysis
(AOSA) for explaining 3D CNN predictions.

(2) We introduce an approximation computation for cal-
culating the change degree in the class score to reduce
the high computational cost of conducting the sensitiv-

ity analysis.

(3) We demonstrate the effectiveness of our method
through an extensive comparison with the conventional
methods in terms of the deletion/insertion metric and
the pointing metric on the UCF101.

The paper is organized as follows. In Section 2, we de-
scribe the related methods. In Section 3, we describe the
proposed method. First, we describe the basic idea of our
adaptive occlusion sensitivity analysis. Then, we construct
a method for explaining 3D CNN. Further, we introduce
an approximate computation of occlusion sensitivity anal-
ysis using Taylor expansion. In Section 4, we demonstrate
the effectiveness of our method through evaluation experi-
ments. Finally, Section 5 concludes the paper.

2. Related Work
2.1. Explanation of 2D CNN predictions

Most methods provide the information for explaining the
CNN predictions, that is, the decision-making process by a
saliency map indicating which elements/regions of an in-
put image contribute to the output score. For 2D-CNN
taking a single image as an input, many types of meth-
ods for generating such a saliency map have been proposed
[28, 23, 19, 17, 8, 1, 2, 24, 36]. These methods are catego-
rized into three types of methods: perturbation-based meth-
ods, activation-based methods and gradient-based methods.

As a simple yet effective perturbation-based method, we
review a method using the occlusion sensitivity analysis
(OSA). The idea of the OSA-based method is straightfor-
ward. First, it measures the slight variation of the class
score to occlusion in different regions of an input image
using small perturbations of the image. Then, the resultant
variation of each region is summarized as a saliency map
called a sensitivity map of the input image. In the sensi-
tivity map, the local image regions with significant varia-
tion are emphasized as the part that positively contributes to
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the class score. Accordingly, the occlusion sensitivity map
can provide helpful information for understanding what im-
age features contribute to a final decision and further im-
plies why the network fails the classification. Meaningful
Perturbation [10] and Extremal Perturbation [9] generate a
saliency map opposite the OSA. These methods occlude the
elements/regions with fewer contributions while remaining
the elements/regions with significant contributions.

Grad-CAM [26] has been well known as one of the pop-
ular activation-based methods. The Grad-CAM generates a
saliency as the weighted sum of the convolutional feature
maps, where the gradient is used as the weight of each fea-
ture map.

Although the Grad-CAM has been widely used for ex-
plaining CNN predictions, it has a limitation in spatial res-
olution since the spatial resolution of the Grad-CAM can
be determined by the low resolution of the last layer. For
example, the resolution of Grad-CAM is only 7-by-7 pixels
when using the GooglNet. Thus, the resolution of a saliency
map from Grad-CAM is usually much lower than an occlu-
sion map.

For the gradient-based methods, Deep LIFT [27] and
Guided Backprop [30] have been proposed for explaining
CNN predictions. These methods obtain the contribution of
each input element by applying back-propagation. They can
provide a pixel-wise fine saliency map. However, it is often
difficult to visually understand the meaning of the map.

2.2. Extensions for 3D-CNN predictions

There are a few methods for explaining the decision-
making process of 3D-CNN taking videos as input. A naive
approach is applying methods such as OSA and Grad-CAM
to 3D-CNN without any modification just by replacing 2D-
matrix with 3D-tensor data as an input. For example, an ex-
tension of Grad-CAM, Grad-CAM++ [6], has been applied
to 3D-CNN for explaining the process of action recogni-
tion. However, such naive approaches cannot work well, as
will be demonstrated in the experimental section, as they do
not have a mechanism for explicitly handling the temporal
relationship in video data.

Several methods considering the temporal relationship
have been proposed. Saliency tube [31] generates a spatio-
temporal saliency map as an extension of CAM [37], where
the feature map of the last layer is weighted with the coeffi-
cients from the prediction layer. It has been shown that the
separation of the information from Grad-CAM into spatial
and temporal information works effectively for a more de-
tailed explanation [14]. SWAG-V [13] enhances the frame-
work SWAG [12] by averaging and smoothing a saliency
map at the super-pixel level.

Like our approach, Saptio-Temporal Extremal Perturba-
tion (STEP) [18] is also a perturbation-based method. This
method tackles how to handle the temporal relationship ef-

Figure 2: A simple extension of OSA for 3D (top) and the
proposed method (bottom). The simple 3D OSA occludes a
cuboid. On the other hand, the proposed method occludes a
curved tubular rectangular shape (spatio-temporal occlusion
mask) along the displacement vectors of the optical flows.

fectively, unlike other methods, which simply apply exist-
ing techniques designed for 2D-CNN. STEP extends the
framework of Extremal Perturbation [9] to handle the task
of explaining 3D-CNN predictions. The key idea here is
to solve an optimization problem with the smoothness con-
straint on successive temporal saliency maps. Although
STEP can use the temporal information well, its compu-
tational cost is high due to the heavy optimization. Besides,
STEP tends to be affected by some noise to output an un-
clear map.

3. Proposed Method
In this section, we extend the idea of OSA to a visual ex-

planation of 3D-CNN predictions. In a 3D spatio-temporal
data composed by an input video, the temporal direction is
simultaneously occluded in addition to the spatial direction.

3.1. Generating masks with optical flows

As mentioned in Section 1, a simple extension of OSA is
to occlude a part of the 3D spatio-temporal data with a fixed
cuboid, as shown in the top of Fig. 2. Unfortunately, this
method occludes a different object in each frame when the
objects are moving. Therefore, it is difficult to produce a
meaningful visualization map. To overcome this limitation,
the proposed method generates occlusion masks while fol-
lowing the motion of the target object based on the optical
flow [7, 5, 21], as shown in the bottom of Fig. 2.

Let an input color video with T frames be V ∈
RT×H×W×3 and It ∈ RH×W×3 be the t frame image. Oc-
clusion masks {M t

i } are generated by the following pro-
cess:

(1) N anchor points {p(1)i ∈ R2}Ni=1 for I1 are equally
spaced vertically and horizontally every s pixels across
the entire screen.

(2) A rectangle mask M1
i ∈ {0, 1}H×W×3 is set up to oc-

clude a h×w region centered at each anchor point p(1)i .
The masked region of M t

i is set to 0 and the other re-
gions are set to 1.
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Figure 3: Generation of integration mask. The highly co-
occurring masks with a masks Ωi are selected by Eq 1.
Then, the integrated mask Ω̂i is calculated by the element-
wise product among Ωi and {Ωjk}jk∈Ki

.

(3) In the image of the second frame I2, each anchor point
p
(2)
1 , . . . , p

(2)
N is moved by the optical flow.

(4) A rectangle mask M2
i ∈ {0, 1}H×W×3 is set up to oc-

clude a h×w region centered at each anchor point p(2)i .

By repeating the above process until the final frame T ,
we obtain T × N rectangle masks {M t

i }i,t. Each spatio-
temporal occlusion mask Ωi ∈ {0, 1}T×H×W×3 is gener-
ated by arranging rectangle masks {M t

i }t over the temporal
domain, resulting in that N masks {Ωi}Ni=1 being obtained.
A spatio-temporal occlusion mask represents the moving of
an anchor point or an object.

When the output score changes significantly by applying
a spatio-temporal occlusion mask Ωi, the corresponding oc-
cluded regions are visualized as important for a 3D-CNN
decision.

3.2. Consideration of co-occurrence

In the previous Section 3.1, N spatio-temporal occlu-
sion masks {Ωi} are applied independently, and the change
degrees in the output scores are measured without consid-
ering their relationship. However, spatio-temporal occlu-
sion masks capturing the same object’s motion have co-
occurrence, which is essential information for the classifi-
cation. Therefore, the influence of highly co-occurred mo-
tions on the classification should be investigated. To this
end, we measure the degree of co-occurrence and then inte-
grate masks with highly co-occurred motions into a single
integrated mask Ω̂, as shown in Fig.3.
■ Co-occurrence between occlusion masks: There are
many ways to measure degrees of co-occurrence between
spatio-temporal occlusion masks. Since the proposed
method uses optical flow for generating masks while con-
sidering motion, we measure co-occurrence based on the
variation pattern of displacement vectors {vi} obtained by
optical flow, i.e., movement of anchor points {p(t)i ∈ R2}t.

We define the co-occurrence between i′ and xth spatio-
temporal occlusion masks Ωi′ ,Ωx as follows:

Co(Ωi′ ,Ωx) = vi′ · vx/(∥vi′∥∥vx∥), (1)

Figure 4: A video with integration masks (K = 5). Each
row shows the occluded frames by an integrated mask.

where vi′ = [(p
(2)
i′ − p

(1)
i′ )⊤, . . . , (p

(T )
i′ − p

(T−1)
i′ )⊤]⊤ ∈

R2(T−1) is a displacement vector.
■ Mask integration: We integrate spatio-temporal occlu-
sion masks by the co-occurrence Co, i.e., we integrate
the ith mask Ωi with the K highly co-occurring masks
{Ωj}j∈Ki . We apply the element-wise product among Ωi

and {Ωj}j∈Ki
to generate the integration mask Ω̂i, such that

all target regions by the masks are occluded.
Finally, we apply occlusion by calculating the element-

wise product to the integrated mask Ω̂i and the input video
V , i.e. Ω̂i ⊙ V . Then, we input the occluded video into a
classification model and measure the output score of the tar-
get class. We estimate that the occluded regions are impor-
tant for the classification if the output score becomes low.
With reference to [22], the visualization map S is given as
the weighted sum of the mask Ω̂i with weights by the output
score f(Ω̂i ⊙ V ) as follows:

S =
1

N

N∑
i=1

f(Ω̂i ⊙ V ) · Ω̂i, (2)

where f is a classification model.
In the following, we refer to this method as Adaptive

Occlusion Sensitivity Analysis (AOSA).
Fig. 4 shows examples of a video with integration masks.

We can see that the same objects like people can be oc-
cluded, by using the co-occurrence.

3.3. Dealing with frame-outs

The proposed method uses optical flows to track the an-
chor points, but the anchor points sometimes disappear from
the screen in the middle of the video. The main examples
are situations in which the camera moves or the attention
object moves off the screen. Therefore, if an anchor point
moved by optical flow is outside the screen, the tracking
of the anchor point is stopped at that frame, and no further
occlusion is made.
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3.4. Conditional sampling

Instead of filling up occluded regions with a uniform
value, conditional sampling [38] introduced the calculation
method of replaced values v of occluded regions to OSA.
The replaced value is randomly sampled from the normal
distribution, whose parameters are estimated from patches
around the occluded region.

In the conditional sampling, it first extracts patches {x̂j
i}

from around an anchor point pi, where each patch includes
the pixel indicated by the pi, and its size is same as the oc-
cluded regions. Then, the mean µ and variance Σ are calcu-
lated from the patches without original occlusion patch. A
replaced value is randomly sampled from N (µ,Σ). A visu-
alization map is obtained by using an average output score
with multiple randomly sampled values. An average score
can be written as

∑
vi
q(vi|µ,Σ)f(x′), where q(vi|µ,Σ) is

the probability density function, x′ is the occluded input
with a replaced value vi ∈ Rh×w, and f is a neural net-
work.

Conditional sampling make sensitivity analysis more sta-
ble [38]. However, if this process is applied to the pro-
posed method directly, the computational cost dramatically
increases, as the number of inference of a network increases
in proportion to the number of random sampling. Thus, we
reduce the computational cost by approximating the infer-
ence of the network.

3.5. Speedup by approximation

The disadvantage of sensitivity analysis and the condi-
tional sampling is that the computational cost is high be-
cause it is necessary to prepare many occluded inputs and
use a neural network to infer them. Here, we assume that
the change to the input caused by occlusion is small, as oc-
cluded region is typically small. This assumption motivates
us to approximate the inference of the neural network by a
first-order Taylor expansion. This enables fast computation
of the output values of the deep neural network, resulting in
that the computational cost of OSA and Conditional sam-
pling can be reduced. As shown later, this approximation
makes the computational cost of Conditional sampling al-
most the same as that of OSA.

3.5.1 First-order approximation of OSA

Let f : X → R be a function from the input space X to
the output score R by a neural network. In the following,
we assume that the input is a vector image x of dimension
H ×W . When a small value δx is added to the input x, the
first-order approximation by Taylor expansion of f(x+ δx)
in the neighborhood of x is as follows:

f(x+ δx) ≃ f(x) +

(
∂f

∂x
|x
)T

(x+ δx − x). (3)

From equation (3), we can approximate the inference of a
neural network by computing f(x) and the partial deriva-
tive ∂f

∂x |x of f with respect to x. ∂f
∂x |x is obtained by

back-propagating [25] the output score to the input x af-
ter f(x) is computed by the neural network. Thus, the ap-
proximation of f(x + δx) can be computed with a single
forward f(x) and the corresponding backward pass. This
back-propagation can be easily computed using the auto-
matic differentiation with deep learning libraries such as
PyTorch [20].

Next, we explain how to compute the approximate in-
ference of the occluded input by the neural network using
equation (3). Let m be the mask, and v be a matrix includ-
ing replaced values. The occluded input can be represented
as g(x) = x⊙m+ (1−m)⊙ v. Therefore, the inference
of the occluded input by the neural network can be repre-
sented as f(g(x)). From the equation (3), the first-order
approximation of f(g(x)) is as follows:

f(g(x)) ≃ f(x) +

(
∂f

∂x
|x
)⊤

(g(x)− x) = f̂(g(x)). (4)

Finally, the importance Sm of the occluded region by m is
the difference from the output score of the original input as
follows:

Sm = f(x)− f̂(g(x)). (5)

3.5.2 Approximation using conditional sampling

According to [38], the equation (5) for the conditional sam-
pling is as follows:

Sm = f(x)−
∑
vi

q(vi)f(g(x;m, vi)). (6)

Here, since g(x;m, vi) − x = (1 − m) ⊙ (vi − x), the
first-order approximation of equation (6) is as follows:

f(x)− Σviq(vi)f(g(x;m, vi))

≃ f(x)−

{
f(x) +

∑
vi

q(vi)J
⊤
x (g(x;m, vi)− x)

}
= −J⊤

x

∑
vi

{q(vi)(1−m)⊙ (vi − x)}

= −J⊤
x (1−m)⊙ {

∑
vi

q(vi)vi − x
∑
vi

q(vi)}

= J⊤
x (1−m)⊙ (x− µ), (7)

where
∑

vi
q(vi)vi is an expectation µ of the probability

distribution, and
∑

vi
q(vi) = 1. Therefore, the number of

the neural networks’ inferences does not relate to the num-
ber of random sampling. This makes the computational cost
of the conditional sampling almost the same as the OSA.
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3.5.3 Adjustment of partial derivatives

In the above methods, the first-order approximation in the
neighborhood of the original image x has been used. How-
ever, from the definition of the Taylor expansion, if differ-
ence of f̂(g(x)) in Eq. 4 with the original output score f(x)
is large, it may have large approximation error. To alleviate
this issue, we first find masks having a significant effect on
the corresponding outputs, and then adjust the importance
of the found masks.

Specifically, we find masks to be adjusted by the follow-
ing simple outlier detection algorithm. We calculate differ-
ence amount f(x)− f̂(g(x)) for all masks. Then, we select
masks, where the difference amount of each mask is not in
the 1.5 × the interquartile range (IQR).

After that, we recalculate importance scores of the found
masks by using the first order approximation at an other
partial derivative Jg(x). For the masks whose difference
amounts are over 1.5 × IQR, we utilize the occluded input
by the mask with the largest difference amount, to calculate
Jg(x). On the other hand, for the masks whose difference
amounts are less than 1.5 × IQR, we utilize the occluded
input by the mask with the smallest difference amount, to
calculate Jg(x). Note that the smallest value means that the
output score significantly smaller than the original score.

This still keeps the number of inferences of the network
small but deals with large variations in output scores. We re-
fer to the proposed method, which introduces the above ap-
proximation and stabilization techniques, as AOSA-approx.

4. Evaluation Experiments
In this section, we evaluate the proposed methods

through the comparison with the conventional explanation
methods. To this end, we conduct qualitative evaluation by
visualization, and quantitative evaluation using deletion and
insertion metrics [22] and S-PT [18].

4.1. Experiments setting

In this experiment, we evaluate the effectiveness of
the proposed method through qualitative and quantita-
tive evaluations. We use ResNet50-based R3D [11] and
R(2+1)D [34] as classification models. Saliency maps are
generated after fine-tuning the networks [16], which is pre-
trained on the Kinetics-700 [4]. We use the action recogni-
tion dataset UCF101 [29] for evaluation. The input videos
are clipped and resized to the size 16 × 112 × 112. The
evaluation is performed on 3783 videos in the UCF101 test
set.

For AOSA, we place the anchor points equally spaced
every s = 8 pixels in the first frame. In this case, the total
number of anchor points is N = 196(= (112/8)2). Then,
a rectangle occlusion of 16 × 16 pixels is placed around
each anchor point. To verify the effect of mask integration,

we also compare the performance of AOSA with a single
mask and integrated masks. In the results below, AOSA
with a single mask is referred to as AOSASGL. In addition,
for AOSA-approx, patches are extracted from the 36 × 36
pixels region centered at each anchor point.

We compare the proposed method with Grad-CAM [26],
occlusion sensitivity analysis (OSA) [35], and STEP [18].
Grad-CAM and OSA are applied by extending the 2D ma-
trix data of images to the 3D tensor data of videos. For
Grad-CAM, we utilize feature maps of the final convo-
lutional layer. For OSA, we set the occlusion size to
8 × 16 × 16 pixels and the interval between occluded re-
gions to every 8 pixels in the spatial direction and every 2
pixels in the temporal direction. For STEP, the visualization
method of the video recognition network, we use the default
parameters [18].

4.2. Evaluation metrics

We use two types of metrics from different viewpoints
for the quantitative evaluation.

First, we use deletion and insertion metrics [22], which
evaluates how faithfully the saliency map represents the
inferences of the model. Deletion evaluates performance
based on how quickly the model prediction probability re-
duces when pixels are deleted in the order of importance
in the saliency map. Conversely, insertion evaluates perfor-
mance based on how quickly the model prediction proba-
bility increases when pixels are inserted in order of impor-
tance. Specifically, the both metrics use the area under the
curve (AUC) where the horizontal axis is the percentage of
pixels deleted or inserted, and the vertical axis is the output
probability. In this experiment, pixel deletion and insertion
are performed in the same 28 iterations as in [13].

Second, we also use the spatial pointing game (S-PT)
metric [18, 3] that evaluates how well the explanation
matches the human interpretation. For this evaluation, we
use UCF101-24 [29], which is part of UCF101 annotated
with bounding boxes indicating the area in which humans
act. In this experiment, following [18], one hit is recorded
when a 7-pixel radius circle centered at the maximum value
of the saliency map intersects the bounding box in each
frame. The hit rate in the entire dataset is defined as the
evaluation score of S-PT. Assuming that the model learns
the humans acting as a feature, a good explanation will have
a high score value

4.3. Qualitative results

Fig. 5 shows the visualization results of the saliency
maps using R3D and R(2+1)D. We select frames 1, 5, 9,
13, and 16 from 16 frames of the video. The left side of the
figure shows the results of the SkateBoarding class video in
R3D. The right side of the figure shows the results of the
CliffDiving class video in R(2+1)D.
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Figure 5: Visualozatoion results of saliency maps. The proposed methods generate stable and smooth saliency maps.

Grad-CAM and OSA cannot represent time-series varia-
tions because they do not consider the time series structure
of the video. In particular, since the maps from Grad-CAM
are resized from a resolution of 1×4×4, it is not possible to
understand the points of focus of the network in detail from
those maps. STEP shows some characteristic regions along
the time series, but we can see that STEP contains noise.

The proposed method accurately captures class-specific
features such as the skateboard and the diving person, and
the time-series variation of the maps is smooth. Further-
more, by integrating the masks, the noisy elements are re-
duced in the map of the SkateBoarding class video. This
suggests that the integration of the highly co-occurring
masks could fuse meaningful regions, such as the skate-
board. region. Besides, we can see that approximate com-
putations are able to indicate important regions, although
the responses are somewhat different from those of the orig-
inal computations. Further examples are shown in the sup-
plementary material.

4.4. Quantitative results

Table 1 shows the evaluation results using the deletion
and insertion metrics. According to [13], in deletion, the
saliency map that accurately captures important individual
pixels is better evaluated, while in insertion, the saliency
map that presents cohesive regions that are important is bet-
ter evaluated. We confirm the same tendency in this ex-
periment. STEP performs well in deletion, and Grad-CAM
performs well in insertion. STEP’s poor performance in
insertion is considered to be that STEP generates saliency
maps that are not coherent in space and time. The proposed
method shows competitive results in both deletion and in-
sertion metrics than the conventional method. These results
show that the proposed method explains the basis of the net-
work predictions accurately and understandably. However,
the evaluation by deletion and insertion worsened due to the
reduced stability when we introduced approximate calcula-
tions.

Then, we show the results for S-PT in Table 2. The
proposed methods achieve the best performance among
the compared methods in S-PT. In particular, the proposed
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Table 1: Deletion and insertion scores on UCF101. For
deletion, lower is better (↓). For insertion, higher is better
(↑).

Deletion (↓) Insertion (↑)
Method R3D R(2+1)D R3D R(2+1)D
Grad-CAM [26] 0.203 0.241 0.656 0.687
OSA [35] 0.149 0.204 0.631 0.658
STEP [18] 0.145 0.147 0.555 0.597
AOSASGL 0.161 0.189 0.662 0.697
AOSA 0.155 0.180 0.671 0.702
AOSASGL-approx 0.181 0.203 0.633 0.633
AOSA-approx 0.196 0.215 0.618 0.624

Table 2: S-PT scores on UCF101-24 for R3D and R(2+1)D.

Method R3D R(2+1)D
Grad-CAM [26] 0.688 0.676
OSA [35] 0.659 0.720
STEP [18] 0.705 0.692
AOSASGL 0.722 0.783
AOSA 0.733 0.785
AOSASGL-approx 0.735 0.741
AOSA-approx 0.718 0.736

method performs better than the OSA which is the basis
of the proposed method. This result shows that the pro-
posed method can properly capture the variations in the
time series. In addition, the approximate computation of the
proposed method also performed well. This indicates that
the proposed method is able to capture the most important
points even in the approximate computation.

4.5. Comparison of generation time

In Table 3, we show the mean computational time to gen-
erate a saliency map. In the proposed method, we experi-
mented with s = 8 (N = 196) and s = 4 (N = 784) for
the interval s of anchor points that controls the map reso-
lution. Although the proposed method requires more pro-
cessing time than the Grad-CAM, the proposed method is
faster than STEP. This is because that although both the pro-
posed method and STEP need hundreds to thousands of in-
ference by the model, STEP requires the gradient computa-
tion of the network during optimization unlike the proposed
method. Moreover, by approximating the inference of the
network, the proposed method can generate a saliency map
even faster. This is because the numbers of gradient compu-
tations and inferences are significantly small thanks to the
approximation compared with STEP.

4.6. Effects of approximate stabilization

In this section, we confirm the effects of conditional sam-
pling and adjustment of partial derivatives introduced in

Table 3: Mean computation time for generating a saliency
map. These are the results measured in R3D.

Method Computation time (sec)
Grad-CAM [26] 0.021
OSA [35] 4.759
STEP [18] 18.706
AOSA (s=8) 0.728
AOSA-approx (s=8) 0.436
AOSA (s=4) 2.548
AOSA-approx (s=4) 1.624

AOSA-approx AOSA-approx with adj.

AOSA-approx with cond. AOSA-approx. with cond. and adj.

AOSA

Figure 6: Saliency maps of AOSA-approx with and without
conditional sampling and adjustment of partial derivatives.

Section 3.5.2 and Section 3.5.3, respectively. Fig. 6 shows
the results of AOSA-approx with and without conditional
sampling and adjustment of partial derivatives. Each of the
two techniques contributes to stabilizing the approximation.

5. Conclusion

In this paper, we have proposed an adaptive occlusion
sensitivity analysis for visually explaining the decision-
making process of 3D-CNN in video classification. Our
sensitivity analysis taking a video as input is a temporal
extension of the previous occlusion sensitivity analysis tak-
ing a single image. The novelty of our sensitivity analy-
sis is to change the shape of 3D occlusion map adaptively
to the complicated optical flows extracted from an input
video. Moreover, we have introduced a method for reducing
the computational cost of the sensitivity analysis through
its first-order approximation. The results of the evaluation
experiment have demonstrated that the proposed method is
quantitatively advantageous over the conventional method
and qualitatively provides clear explanations that are easy
for users to understand.
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[7] Gunnar Farnebäck. Two-frame motion estimation based on
polynomial expansion. In Scandinavian conference on Im-
age analysis, pages 363–370. Springer, 2003.
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