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Abstract

Visual-Semantic Embedding (VSE) is a prevalent ap-
proach in image-text retrieval by learning a joint embedding
space between the image and language modalities where se-
mantic similarities would be preserved. The triplet loss with
hard-negative mining has become the de-facto objective for
most VSE methods. Inspired by recent progress in deep met-
ric learning (DML) in the image domain which gives rise to
new loss functions that outperform triplet loss, in this paper
we revisit the problem of finding better objectives for VSE
in image-text matching. Despite some attempts in design-
ing losses based on gradient movement, most DML losses
are defined empirically in the embedding space. Instead
of directly applying these loss functions which may lead to
sub-optimal gradient updates in model parameters, in this
paper we present a novel Gradient-based Objective AnaLy-
sis framework, or GOAL, to systematically analyze the com-
binations and reweighting of the gradients in existing DML
functions. With the help of this analysis framework, we fur-
ther propose a new family of objectives in the gradient space
exploring different gradient combinations. In the event that
the gradients are not integrable to a valid loss function, we
implement our proposed objectives such that they would di-
rectly operate in the gradient space instead of on the losses
in the embedding space. Comprehensive experiments have
demonstrated that our novel objectives have consistently
improved performance over baselines across different vi-
sual/text features and model frameworks. We also showed
the generalizability of the GOAL framework by extending it
to other models using triplet family losses including vision-
language model with heavy cross-modal interactions and
have achieved state-of-the-art results on the image-text re-
trieval tasks on COCO and Flick30K.

1. Introduction
Recognizing and describing the visual world with lan-

guage is a basic human ability but still remains challeng-
ing for artificial intelligence. With recent advances in Deep
Neural Networks, tremendous progress has been made in

Figure 1. To realize a desired visual semantic embedding space, a
common method is to design a loss function which can be calcu-
lated on deep learning platforms such as PyTorch or TensorFlow.
The auto-grad mechanism on these platforms automatically cal-
culates the gradients to update the model parameters to form a
desired embedding space. In practice, the goal of visual semantic
embedding is about optimizing the clustering or separation of fea-
ture points extracted from image and text, and the loss function is
a somewhat indirect approach to reach that goal, while the gradi-
ent more directly affects the update of the embedding space. We
propose a method to directly design the gradient to train models.

bridging the vision-language modalities. Visual-semantic
embedding (VSE) [8, 15, 7] is one of the major topics to
build a connection between images and natural language. It
aims to map images and their descriptive text information
into a joint space, such that a relevant pair of image and
text should be mapped close to each other while an irrele-
vant pair of image and text should be mapped far from each
other. In this paper, we focus on visual-semantic embed-
ding for the task of image-text matching and retrieval, but
our approach is generalizable to other image-text retrieval
models using the triplet loss family [17, 4, 20, 40].

A VSE model usually consists of feature extractors for
image and text, a feature aggregator [2], and an objective
function during training. Despite significant advances of
VSE in feature extractors [31, 6, 1] and feature aggrega-
tors [32, 2], there is less attention on the loss function for
training the model. A hinge-based triplet ranking loss with
hard-negative sampling [26, 7] has become the de-facto
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training objective for many VSE approaches [17, 20, 41].
Few innovations have been made in designing the loss func-
tion for learning joint image-text embeddings since then.

On the other hand, designing deep metric learning
(DML) losses has been well-studied for image-to-image re-
trieval. Many loss functions have been proposed to im-
prove the training performance on image embedding tasks,
showing that triplet loss is not optimal for general metric
learning [37, 28, 33, 36, 29]. Early losses such as triplet
loss and contrastive loss [26, 27] are defined with the in-
tuition that positive pairs should be close while negative
pairs should be apart in the embedding space. However,
such defined loss functions may not lead to desirable gra-
dients which can explicitly impact the update of model pa-
rameters. Some attempts have been made in defining the
loss function to achieve desirable gradient updates [37, 29].
However, such approaches lack a systematic view and anal-
ysis of the combinations in gradients, and are only limited
to integrable gradients so that the resulting losses are differ-
entiable. Therefore, these loss functions may not be optimal
and applicable to the image-text retrieval task.

Instead of directly applying established loss functions
to VSE for image-text matching, in this paper we present
Gradient-based Objective AnaLysis framework, or GOAL,
a novel gradient-based analysis framework for the VSE
problem. We firstly propose a new gradient framework to
dissect the losses at the gradient level, and extract their key
gradient elements. Then, we explore a new training idea
to directly define the gradient to update the model in each
training step instead of defining the loss functions, as shown
in Figure 1. This new framework allows us to simply com-
bine the key gradient elements in DML losses to form a
family of new gradients and avoids the concern of integrat-
ing the gradient into a loss function. Finally, the new gra-
dients continue to improve existing VSE performance on
image-text retrieval tasks.

In brief, our contributions can be summarized as the fol-
lowing:

• We propose a general framework GOAL to compre-
hensively analyze the update of gradients of exist-
ing deep metric learning loss functions and apply this
framework to help find better objectives for the VSE
problem.

• We propose a new method to deal with image-text re-
trieval task directly by optimizing the model with a
family of gradient objectives instead of using a loss
function.

• We show consistent improvement over existing meth-
ods, achieving state-of-the-art results in image-text re-
trieval tasks on COCO datasets.

2. Related Work
Visual Semantic Embedding for Image-text match-

ing There is a rich line of literature focused on map-
ping visual and text modalities to a joint semantic embed-
ding space for image-text matching [8, 15, 7, 17, 35, 2].
VSE++ is proposed in [7] as a fundamental VSE schema
where visual and text embeddings are pretrained sepa-
rately then aggregated with AvgPool after being projected
to a shared space, which later are jointly optimized by a
triplet loss with hard-negative mining. Since then consis-
tent advances have been made to improve visual and text
feature extractors [11, 6, 12, 31, 5] and feature aggrega-
tors [14, 19, 32, 35]. In contrast to dominant use of spa-
tial grids of the feature map as visual features, bottom-up
attention [1] has been introduced to learn visual semantic
embeddings for image-text matching, which is commonly
realized by stacking the region representations from pre-
trained object detectors [17, 41]. [2] proposed Gener-
alized Pooling Operators (GPO) to learn the best pooling
strategy which outperforms approaches with complex fea-
ture aggregators. Inspired by the success of large-scale
pretraining in language models [5, 21], there is a recent
trend of performing task-agnostic vision-language pretrain-
ing (VLP) on massive image-text pairs for generic repre-
sentations, then fine-tune on task-specific data and losses to
achieve state-of-the-art results in downstream tasks includ-
ing image-text retrieval [23, 30, 4, 20, 40]. However, as op-
posed to our proposed method, prevalent approaches choose
to optimize the triplet loss as the de-facto objective for the
image-text matching task. In this paper, we will strive to
revisit the problem of finding better training objectives for
visual semantic embeddings.

Deep Metric Learning is useful in extreme classifica-
tion settings such as fine-grained recognition [28, 22, 34,
16, 26]. The goal is to train networks to map semantically
related images to nearby locations and unrelated images to
distant locations in an embedding space. There are many
loss functions that have been proposed to solve the deep
metric learning problem. Triplet loss function [13, 26] and
its variants such as circle loss [29] form a triplet that con-
tains anchor, positive and negative instances, where the an-
chor and positive instance share the same label, and anchor
and negative instance share different labels. Pair-wise loss
functions such as contrastive loss [10], binomial deviance
loss [37], lifted structure loss [28] and multi-similarity
loss [33] penalize when the distance is large between a pair
of instances with the same labels and when the distance is
small between a pair of instances with different labels. All
these loss functions encourage the distance of positive im-
ages pairs to be smaller than the distance of the negative
images pairs. Due to the fact that the training goal of DML
is similar to VSE problem, in this paper, we borrow these
loss design ideas of DML to improve the VSE problem.
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Gradient Modification Recent works in DML such as
Multi-Similarity Loss and Circle Loss [33, 29, 36] start with
standard triplet loss formulations and adjust the gradients of
loss functions to give clear improvements with very simple
code modifications. These works all find explicit loss func-
tions whose gradients are desirable. Other strategies start
with a desired gradient weighting function and integrate the
desired gradients to derive a loss function that comes with
gradients of appropriate properties. This is often limited to
simple weighting strategies, such as the simple linear form
in [29] and simple gradient removal for positive pairs when
triplets contain hard negative in [36], because it may be
hard to find the loss function whose gradient is consistent
with complex weighting strategies. The most related work
is P2Sgrad [42], which analyzes the gradient in the fam-
ily of margin-based softmax loss and directly modifies the
gradient with the cosine similarity for better optimization.
Comparing to P2Sgrad, our work focuses on the triplet loss
and its variant loss functions.

The framework in this paper directly explores the space
of desired gradient updates. By not limiting ourselves to de-
signing a loss function with appropriate gradients, we can
be more explicit in experimentally dissecting the effects of
different parts of the gradient. Furthermore, we can recom-
bine the gradient terms that are experimentally most useful
in a form of gradient surgery [39] that very slightly alters
existing algorithms to give improved performance.

3. Gradient-based Objective Design Frame-
work

We define a collection of terms for how a batch of im-
ages and texts affect a network. Let X be a batch of input
images, Y be a batch of input texts, x be the L2 normalized
feature vectors of the images extracted with the image ex-
tractor, y be the L2 normalized feature vectors of the texts
extracted with the text extractor, l be the loss value for the
batch, θ be the parameters of the image extractor, ϕ be the
parameters of the text extractor, η be the learning rate, fθ(·)
be the mapping function of the image extractor, gϕ(·) be
the mapping function of the text extractor, and L(·) be loss
function. In the forward training step, the expression is:

l = L(x,y), where x = fθ(X) and y = gϕ(Y) (1)

.
The image and text extractor weights are updated as:

θt+1 = θt − η
∂l

∂x

∂x

∂θ

ϕt+1 = ϕt − η
∂l

∂y

∂y

∂ϕ

(2)

These two equations highlight that the updates of extrac-
tors parameters are combined with two sets of derivative

terms. The first set of derivative terms ∂l
∂x and ∂l

∂y represent
how the change of the image and text embedded features af-
fects the loss, and this is the term explored the most in detail
in this work. The second set of derivative terms ∂x

∂θ and ∂y
∂ϕ

represent how the change in the model’s parameter affects
the embedded features. This term can always be expanded
with the multiplication of multiple terms for each layer in
a modern deep network with multiple layers because of the
derivative chain rule, which is not discussed in the work.

The first set of derivative terms are always constrained
by the analytic form of the loss function. For example, due
to the exponential form of lifted structure loss [28] and bi-
nomial deviance loss [37], their derivatives also contain an
exponential term. Such a term may cause gradient insta-
bility and it is an example of how the design of the loss
function can at best, only implicitly control the extractor’s
learning behavior.

With the latest deep learning platform such as Py-
torch [25] which supports forward modules with cus-
tomized gradient backward calculation, instead of depend-
ing on the derivative of the loss, we can explicitly define the
gradient update based on the proposed GOAL framework to
directly impact the extractors learning behavior. In the fol-
lowing discussion, we focus on the particular forms of the
first set of terms in many triplet loss functions from DML
literature, and then propose to directly define the first set of
terms for model training.

3.1. Gradient Components

Given a pair of image and text feature x and y, when the
image feature x is treated as an anchor, we denote its text
hard negative feature y′ mined in the text batches Y; when
the text feature y is treated as an anchor, we denote its im-
age hard negative feature x′ mined in the image batches X.
Then, we can get two triplets (x,y,y′) and (y,x,x′). In
the first triplet, Sx,y = xTy and Sx,y′ = xTy′ are the co-
sine similarity computed as the dot-product of the positive
and negative pair of normalized image feature and the nor-
malized text feature. Similar cosine similarity is computed
for the second triplet, Sy,x = yTx and Sy,x′ = yTx′. Fi-
nally, these cosine similarities are input into a symmetric
triplet loss function l = L(Sx,y, Sx,y′) + L(Sy,x, Sy,x′).

The gradients w.r.t. the image and text feature are:



∂l

∂x
=

∂l

∂Sx,y

∂Sx,y

∂x
+

∂l

∂Sx,y′

∂Sx,y′

∂x
+

∂l

∂Sy,x

∂Sy,x

∂x

=
∂L(Sx,y, Sx,y′)

∂Sx,y
y +

∂L(Sx,y, Sx,y′)

∂Sx,y′
y′ +

∂L(Sy,x, Sy,x′)

∂Sy,x
y

∂l

∂y
=

∂l

∂Sx,y

∂Sx,y

∂y
+

∂l

∂Sy,x

∂Sy,x

∂y
+

∂l

∂Sy,x′

∂Sy,x′

∂y

=
∂L(Sx,y, Sx,y′)

∂Sx,y
x+

∂L(Sy,x, Sy,x′)

∂Sy,x
x+

∂L(Sy,x, Sy,x′)

∂Sy,x′
x′

(3)
There are two major elements in the above gradi-
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Figure 2. A triplet diagram characterizes the behavior of triplet
weights as a function of the the similarity of the positive image-
text pair (along the x-axis) and the negative image-text pair (along
the y-axis). Triplets where the anchor, positive and negative fea-
tures are all very similar will be in the top right of the right, and
triplets where the positive pairs are similar and the negative pairs
are not similar are in the bottom right corner. Using this diagram,
(left) shows the constant triplet weight T con, (middle) shows the
NCA triplet weight Tnca, (right) shows the Circle triplet weight
T cir .

ents: scalars ∂L(Sx,y,Sx,y′ )

∂Sx,y
, ∂L(Sx,y,Sx,y′ )

∂Sx,y′
, ∂L(Sy,x,Sy,x′ )

∂Sy,x
,

∂L(Sy,x,Sy,x′ )

∂Sy,x′
, and the unit gradient directions x, y, x′, y′1.

The difference in triplet loss and its variants is primar-
ily coming from the scalars. In DML literature, there are
majorly two sets of scalar forms: the scalars related to both
positive and negative pair similarity of a triplet, which we
denote as (Triplet Weight T ), and the scalars related to ei-
ther positive and negative pair similarity of a triplet, which
we denote as (Pair Weight P ).

3.2. Triplet Weights

For standard triplet loss function with hard negative min-
ing, the gradient can be derived as:

ltri = max(m+ sx,y′ − sx,y, 0) + max(m+ sy,x′ − sy,x, 0)

∂ltri

∂x
= δ(m+ sx,y′ − sx,y)(y

′ − y)− δ(m+ sy,x′ − sy,x)y

∂ltri

∂y
= −δ(m+ sx,y′ − sx,y)x+ δ(m+ sy,x′ − sy,x)(x

′ − x)

(4)
where m is the margin parameter and δ(·) is the Heaviside
function.

In the gradients of the triplet loss, all scalars are triplet
weights because it contains the similarity of both positive
and negative pairs of a triplet. The triplet weight is denoted
as constant triplet weight T con:

T con = δ(m+ sx,y′ − sx,y) (5)

For simplicity, we only show the weights related to triplet
(x, y, y′) in the following discussion, and the discussion
of weights for triplet (y, x, x′) is similar. When triplets
activate the Heaviside function, T con is a constant 1, in-
dicating that these eligible triplets will be treated equally.
When triplets don’t activate the Heaviside function, T con is
0, indicating that these triplets has no impact on gradient.

1They are all unit vector due to the L2 normalization

A second common loss function is the NT-Xent loss de-
rived from NCA [9], denote as lnca. Instead of taking all
negative candidates into account, in this paper, we adopt the
hard-negative mined version as a fair comparison to triplet
loss function.

lnca = −[log(
exp (τSx,y)

exp (τSx,y) + exp (τSx,y′)
)

+ log(
exp (τSy,x)

exp (τSy,x) + exp (τSy,x′)
)]

(6)

where τ is the scaling parameter. The scalars in its gradient
are also a triplet weight which is denoted as NCA triplet
weight Tnca(the derivation is shown in Appendix):

Tnca =
1

1 + exp (τ(Sx,y − Sx,y′))
(7)

Tnca is rely on the difference of Sx,y and Sx,y′ . When
a triplet in a correct configuration, Sx,y − Sx,y′ > 0, the
triplet weight is small. Otherwise, the triplet weight will be
large.

Because Tnca only considers the similarity difference
Sx,y − Sx,y′ , some corner cases such as triplet with both
large Sx,y and Sx,y′ or both small Sx,y and Sx,y′ are not
well treated. Circle loss [29] proposed a circle triplet weight
T cir to deal with the cases:

T cir =
1

1 + exp (τ(Sx,y(2− Sx,y)− S2
x,y′))

(8)

The idea of T cir is to introduce a non-linear mapping for
Sx,y and Sx,y′ in the exponential term in order to weight
more on the corner cases.

Figure 2 shows the triplet weight diagram, a triplet vi-
sualization tool from [36], for T con with m = 0.2 and
Tnca and T cir with τ = 10. The equal weight line in
Tnca is straight lines with form Sx,y − Sx,y′ = const.
And the equal weight line in T cir is circular lines with form
(Sx,y−1)2+S2

x,y′ = const, demonstrating how it increases
the weight to the corner cases.

3.3. Pair Weight

In addition to triplet weights, many DML works [37, 28,
33, 36, 29] also proposed pair weights in loss functions. For
detailed discussion of pair-weight P , we denote the weight
of positive pairs P+ and the weight of negative pairs P−.
Let a constant scaling parameter to be a baseline for fair
comparison. In this case, both pair weights are set with
constant 1, as:

P con
+ = P con

− = 1; (9)

Recent works [33, 36, 29] argued that the weight for neg-
ative pairs should be large when they are close to each other.
Otherwise, as mentioned in [36], the optimization for DML
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Figure 3. Visualization of constant pair weight P con, linear pair weight P lin, sigmoid pair weight P sig with α = 2, β = 10, λ = 0.5 ,
linear-MS pair weightP lin−ms with mlin

+ = mlin
− = 0.1 and sigmoid-MS pair weight P sig−ms with msig

+ = msig
− = 0.1

tasks will quickly converge to a bad local minima. The so-
lution in Circle loss [29] is to apply a linear pair weight
P lin: for negative pairs, the weight is large if the similar-
ity is large and small if the similarity is small; for positive
pairs, the weight is large if the similarity is small and small
if the similarity is large:{

P lin
+ = 1− Sx,y

P lin
− = Sx,y′

(10)

Early work binomial deviance loss [37] uses a similar
pair weight but with a nonlinear sigmoid form P sig:

P sig
+ =

1

1 + exp (α(Sx,y − λ))

P sig
− =

1

1 + exp (−β(Sx,y′ − λ))

(11)

where α, β and λ are three hyper-parameters.
Multi-similar(MS) loss [33] combines ideas from the

lifted structure loss [28] and binomial deviance loss [37],
which includes not only the self-similarity of a selected pair
but also the relative similarity from other pairs.

We follow [33] to cast their weighting function P sig−ms

in our framework. Given a triplet, the self-similarity of the
selected positive pair and negative pair are Sx,y and Sx,y′ .
The similarity of other positives in a batch and negatives to
the same anchor is considered as relative-similarity, noted
as Rx,y

i and Rx,y′
j . In addition, [33] also defines P and

N be the sets of selected Rx,y
i and Rx,y′

j , where

P = {Rx,y
i : Rx,y

i < max{Sx,y′ , R′
x,y

j}+ ϵ}

N = {Rx,y′
j : R′

x,y
j
> min{Sx,y, Rx,y

i} − ϵ}


P sig−ms
+ =

1

msig
+ + exp (α(Sx,y − λ))

P sig−ms
− =

1

msig
− + exp (−β(Sx,y′ − λ))

(12)

where

msig
+ =

1

|P|
∑
P

exp (α(Sx,y −Rap
i))

msig
− =

1

|N |
∑
N

exp (−β(Sx,y′ −Ran
j))

There are two terms in MS loss dynamically changing
the pair weight. The self-similarity term has the same effect
of sigmoid pair weight P sig . As for the relative-similarity
term, the major effect is to increase or decrease the maxi-
mum magnitude of the pair weight.

Given a negative pair, when its relative-similarity term
msig

− > 1, this indicates the selected negative example is
relatively closer to anchor compared to other negative ex-
amples. Then, the negative weight increases because the
relative term decreases the denominator in P sig−ms

− . When
its relative-similarity term msig

− < 1, indicating the selected
negative example is relatively far away from anchor com-
paring to other negative examples, the negative weight de-
creases because the relative term increases the denominator
in P sig−ms

− . The latter situation will not exist under the
training with hard negative mining.

Given a positive pair, when its relative-similarity term
msig

+ > 1, this indicates the selected positive pair has sim-
ilarity larger than other positive pairs in its batch, the posi-
tive weight decreases because the relative term increases the
denominator in P sig−ms

+ . When its relative-similarity term
msig

+ < 1, indicating the selected positive pair has simi-
larity less than other positive pairs in its batch, the positive
weight increases because the relative term decreases the de-
nominator in P sig−ms

+ .
When msig

+ = msig
− = 1 the pair weights simplify back

to the sigmoid form in equation 11.
In sum, the main effect caused by the relative-similarity

term is to dynamically increase or decrease the maximum
penalty for positive and negative pairs as shown in right
graph of Figure 3.

In practice, training MS loss needs to tune four hyper-
parameters α, β, λ and ϵ to fit different datasets, making the
training not convenient and not efficient. With analysis on
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T con Tnca T cir

P con Triplet loss NT-Xent loss New
P lin New New Circle loss [29]
P sig Binomial deviance [37] New New
P lin−ms New New New
P sig−ms MS loss [33] New New

Table 1. Mapping different gradient combinations of triplet weight
and pair weight into existing DML loss functions. Under our
GOAL framework, the combinations labeled as “New” are able
to be explored.

Image→ Text Text → Image
Method R@1 R@1
VSE++(R152,FT) 41.3 30.3
VSE++(R152,FT) ours 41.0 ± 0.3 30.2 ± 0.1
VSE∞(BUTD) 58.3 42.4
VSE∞(BUTD) ours 58.3 ± 0.7 43.1 ± 0.0
VSE∞(WSL) 66.4 51.6
VSE∞(WSL) ours 66.2 ± 0.2 51.6 ± 0.3

Table 2. Results verification of the model trained with triplet loss
function backward vs the model trained with gradient backward on
three VSE methods on COCO dataset. Full table is in Appendix

relative-similarity terms msig
+ and msig

− , we define a clearer
and parameter free version of pair weight called linear MS
pair weight P lin−ms, which behaves similar to the original
MS weight:{

P lin−ms
+ = (1−mlin

+ )(1− Sx,y)

P lin−ms
− = (1 +mlin

− )Sx,y′
(13)

where

mlin
+ =

1

|P|
∑
P

(Sx,y −Rx,y
i)

mlin
− =

1

|N |
∑
N

(Sx,y′ −Rx,y′
j)

3.4. Combinations of Gradient Components

In this section, we have dissected many previous loss
functions from DML in terms of their triplet weights and
pair weights. Table 1 shows how to map different combina-
tions of gradient components into existing loss functions. In
addition to these combinations, the remaining combinations
labeled as “New” are all unexplored. These gradient com-
ponent combinations are hard to be explored if the training
needs a loss function and possibly impossible if they are not
integrable. However, under our GOAL framework, we are
able to train a model with these gradients.

4. Experiments
4.1. Settings

We run a set of experiments on the MS-COCO [3] and
Flickr [38] dataset. All experiments are run on the PyTorch

platform [25] with Nvidia Tesla V100 32GB GPU. We di-
rectly replace the loss module with gradient objective in
three open source works: VSE++ [7], VSE∞ [2] and X-
VLM [40] and keep all other training settings the same as
their original work. We test all possible gradient objectives
formed by the combination of the triplet weights and pair
weights in Section 3.2 and 3.3 for these three works. Each
objective is run for 3 times to remove the effect caused by
the randomness coming from the random sampling of the
batch and random initialization of the mapping layers to
joint space. We report two common retrieval results, image
to text retrieval and text to image retrieval, with mean and
standard deviation of Recall@1 as metric for both datasets.
We show MS-COCO 5K test result in the main paper and
Flickr 1k test result in the appendix.

4.2. Validation on Gradient Method

In Tabel 2, we show the results from origin VSE++
and VSE∞ work trained with triplet loss and the results
implemented with the equivalent gradient methods with
combination of T con and P con. For VSE++ method, we
re-implement the experiment “ResNet152, fine-tune” re-
sult, denoted as “VSE++(R152,FT) ours”. For VSE∞,
we re-implement the experiment with pre-extracted ob-
ject features (BUTD feature) and the Grid features with
a pretrained model on Instagram (WSL) [24], denoted as
“VSE∞(BUTD) ours” and “VSE∞(WSL) ours”. The re-
implemented results are almost the same as originally re-
ported numbers, validating our gradient objective with com-
bination of T con and P con has equivalent effect to the triplet
loss.

4.3. Results on VSE++ and VSE∞

VSE++ divides the training into two steps. The first step
is to freeze the image extractor backbone and train the text
extractor and the mapping layers to joint space. In the sec-
ond step, all parameters of the image and text extractors
and the mapping layers are included in the training. We
re-implement the original experiments VSE++ (ResNet152)
and VSE++ (ResNet152, fine-tuned) for these two steps and
replace the triplet loss function with all possible gradient
objectives. In addition, we run the same experiments with
ViT [6](ViT-base-patch16) which has been popularly used
in vision language tasks to compare the performance of gra-
dient objective on different models.

In Table 3 and 4, the pair weights P lin, P sig , P lin−ms,
P sig−ms show clear improvement in Recall@1 over the
baseline pair weight P con. In addition to pair weight, triplet
weights Tnca, T cir help pair weight continue to improve the
Recall@1 results in the fine-tuning step.

Besides, all DML loss functions mentioned in Table 1
perform better than triplet loss in both steps. In the
fine-tuning step, we find the best loss function is MS
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VSE++ (ResNet152)
Image→ Text Text → Image

T con Tnca T cir T con Tnca T cir

P con 33.9 ± 0.9 34.9 ± 0.4 34.2 ± 0.6 22.8 ± 0.4 22.7 ± 0.2 22.3 ± 0.5
P lin 34.5 ± 0.2 34.5 ± 0.2 34.6 ± 0.3 23.5 ± 0.1 23.2 ± 0.2 23.4 ± 0.4
P sig 34.9 ± 0.1 35.2 ± 0.4 35.0 ± 0.4 23.7 ± 0.1 23.7 ± 0.2 23.6 ± 0.5

P lin−ms 35.0 ± 0.5 35.3 ± 0.5 34.6 ± 0.4 23.8 ± 0.2 23.5 ± 0.2 23.2 ± 0.3
P sig−ms 35.6 ± 0.1 34.9 ± 0.4 35.3 ± 0.4 24.1 ± 0.1 23.7 ± 0.2 23.7 ± 0.1

VSE++ (ResNet152, fine-tuned)
P con 40.8 ± 0.3 41.0 ± 0.3 41.2 ± 0.1 30.2 ± 0.1 30.5 ± 0.0 30.1 ± 0.2
P lin 41.3 ± 0.2 42.6 ± 0.3 42.3 ± 0.5 30.5 ± 0.1 30.6 ± 0.1 30.7 ± 0.1
P sig 42.2 ± 0.2 43.4 ± 0.1 43.3 ± 0.0 31.1 ± 0.2 31.1 ± 0.2 31.3 ± 0.2

P lin−ms 41.8 ± 0.3 42.6 ± 0.6 42.8 ± 0.2 30.7 ± 0.1 30.9 ± 0.1 31.0 ± 0.2
P sig−ms 43.6 ± 0.3 43.8 ± 0.5 43.8 ± 0.5 30.8 ± 0.3 30.9 ± 0.1 31.1 ± 0.2

Table 3. Result of Image→ Text and Text → Image Recall@1 with different gradient combinations on two steps VSE++ training with
ResNet152.

VSE++ (ViT-base-patch16)
Image→ Text Text → Image

T con Tnca T cir T con Tnca T cir

P con 37.6 ± 0.2 38.8 ± 0.1 37.9 ± 0.1 26.4 ± 0.2 26.6 ± 0.1 26.4 ± 0.1
P lin 37.7 ± 0.3 38.3 ± 0.3 39.0 ± 0.2 27.0 ± 0.2 27.1 ± 0.0 27.0 ± 0.3
P sig 38.4 ± 0.5 40.0 ± 0.4 39.5 ± 0.8 27.2 ± 0.0 27.5 ± 0.1 27.4 ± 0.3

P lin−ms 38.1 ± 0.3 39.1 ± 0.3 39.0 ± 0.4 27.2 ± 0.1 27.3 ± 0.1 27.0 ± 0.5
P sig−ms 39.9 ± 0.3 40.1 ± 0.3 39.6 ± 0.6 27.7 ± 0.1 27.6 ± 0.1 27.3 ± 0.2

VSE++ (ViT-base-patch16, fine-tuned)
P con 48.2 ± 0.5 49.6 ± 0.6 48.6 ± 0.9 36.5 ± 0.3 37.0 ± 0.2 36.7 ± 0.3
P lin 48.3 ± 0.3 49.4 ± 0.3 49.3 ± 0.3 36.4 ± 0.1 37.2 ± 0.3 37.4 ± 0.2
P sig 49.2 ± 0.6 50.9 ± 0.2 51.1 ± 0.4 37.2 ± 0.3 37.9 ± 0.3 37.9 ± 0.2

P lin−ms 48.9 ± 0.4 50.2 ± 0.1 49.7 ± 0.2 36.8 ± 0.2 37.4 ± 0.1 37.6 ± 0.4
P sig−ms 50.4 ± 0.8 50.7 ± 0.5 51.7 ± 0.2 37.4 ± 0.4 37.3 ± 0.1 37.9 ± 0.2

Table 4. Result of Image→ Text and Text → Image Recall@1 with different gradient combinations on two steps VSE++ training with ViT.

loss(P sig−ms,T con). But it is still sub-optimal when we
combine triplet weight Tnca or T cir with pair weight
P sig−ms, demonstrating the advantage of exploring the gra-
dient space with GOAL.

VSE∞ We re-implement two training setups in VSE∞.
Both setups use BERT-base [5] as the text feature extrac-
tor. For the image feature, one uses the pre-extracted object
features (BUTD feature) and another uses the grid features
with a pretrained model on Instagram (WSL feature) [24].
A learned Generalized Pooling Operator(GPO) aggregates
and projects the image and text feature vectors indepen-
dently into the joint embedding space to further compute
the loss. Still, we only replace the triplet loss function used
in the training with gradient objectives.

Table 5 shows similar improvement pattern as shown in
the result of VSE++, verifying our GOAL is general to dif-
ferent of VSE methods.

4.4. State-of-the-Art Results

Finally, we compare two sets of state-of-the-art ap-
proaches on MS-COCO 5K test and Flickr 1K test. One
set is VSE related and another set is VLP related. In Ta-
ble 6, We first show our best improved result of VSE++
and VSE∞ method, denoted as “VSE++(R152, FT) ours”,
“VSE∞(BUTD) ours” and “VSE∞(BUTD) ours”, which
are trained with combination of (T cir, P sig−ms). In
MS-COCO 5K test, the gain of Image→ Text R@1 and
Text→ Image R@1 on VSE++(R152, FT) is 3%, 0.7%,
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VSE∞(BUTD)
Image→ Text Text → Image

T con Tnca T cir T con Tnca T cir

P con 58.9 ± 0.7 61.2 ± 0.7 60.3 ± 0.2 43.1 ± 0.0 43.2 ± 0.3 42.5 ± 0.1
P lin 58.1 ± 0.2 60.7 ± 0.1 60.1 ± 0.2 43.1 ± 0.3 43.4 ± 0.2 43.0 ± 0.1
P sig 59.8 ± 0.6 62.0 ± 0.4 62.0 ± 0.4 43.5 ± 0.2 43.9 ± 0.1 43.8 ± 0.2

P lin−ms 60.0 ± 0.1 61.7 ± 0.2 61.2 ± 0.2 43.6 ± 0.2 43.9 ± 0.2 43.4 ± 0.2
P sig−ms 61.8 ± 0.2 63.1 ± 0.2 63.2 ± 0.3 44.6 ± 0.2 44.8 ± 0.1 44.9 ± 0.1

VSE∞(WSL)
P con 66.2 ± 0.2 67.6 ± 0.4 67.2 ± 0.4 51.6 ± 0.3 51.4 ± 0.2 49.9 ± 0.1
P lin 66.9 ± 0.7 68.5 ± 0.4 68.4 ± 0.5 52.5 ± 0.1 52.8 ± 0.2 52.5 ± 0.2
P sig 68.2 ± 0.6 69.7 ± 0.2 70.2 ± 0.5 53.0 ± 0.1 53.1 ± 0.2 52.9 ± 0.2

P lin−ms 67.8 ± 0.1 69.7 ± 0.2 69.5 ± 0.1 52.8 ± 0.2 53.3 ± 0.2 52.7 ± 0.1
P sig−ms 70.3 ± 0.2 71.5 ± 0.4 71.4 ± 0.5 53.9 ± 0.4 54.2 ± 0.0 53.6 ± 0.6

Table 5. Result of Image→ Text and Text → Image Recall@1 with different gradient combinations on VSE∞(BUTD) and VSE∞(WSL).

MS-COCO 5K test Flickr 1K test
Tasks Image→ Text Text→ Image Image→ Text Text→ Image
Method Pre-train Data size R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10
VSE++(R152, FT) [7] ✗ - 41.3 - 81.2 30.3 - 72.4 52.9 - 87.2 39.6 - 79.5
VSE++(R152, FT) ours ✗ - 44.3 73.3 83.7 31.0 60.2 72.5 57.0 82.6 89.2 42.4 72.4 81.0
SCAN [17] ✗ - 50.4 82.2 90.0 38.6 69.3 80.4 67.4 90.3 95.8 48.6 77.7 85.2
VSRN [19] ✗ - 53.0 81.1 89.4 40.5 70.6 81.1 71.3 90.6 96.0 54.7 81.8 88.2
VSE∞(BUTD) [2] ✗ - 58.3 85.3 - 42.4 72.7 - 81.7 95.4 97.6 61.4 85.9 91.5
VSE∞(BUTD) ours ✗ - 63.2 87.2 93.0 44.4 74.2 83.9 82.3 95.8 98.4 64.0 87.5 92.7
VSE∞(WSL) [2] ✗ - 66.4 89.3 - 51.6 79.3 - 88.4 98.3 99.5 74.2 93.7 96.8
VSE∞(WSL) ours ✗ - 71.9 92.0 95.9 53.7 80.6 88.4 90.6 99.2 99.6 76.7 94.6 97.3
VinVL [41] ✓ 5.6M 75.4 92.9 96.2 58.8 83.5 90.3 - - - - - -
ALBEF [18] ✓ 14M 77.6 94.3 97.2 60.7 84.3 90.5 95.9 99.8 100.0 85.6 97.5 98.9
X-VLM [40] ✓ 4M 80.4 95.5 98.2 63.1 85.7 91.6 96.8 99.8 100.0 86.1 97.4 98.7
X-VLM ours ✓ 4M 81.4 95.6 97.9 63.6 86.0 91.5 97.0 99.6 100.0 86.3 97.4 99.0

Table 6. Our state-of-the art image-text retrieval results on MS-COCO 5K and Flickr 1K test using the novel loss function designed with
the proposed GOAL framework.

on VSE∞(BUTD) is 4.9%, 2.0% and on VSE∞(WSL)
is 5.5%, 2.1%. In Flickr 1K test, the gain of Image→
Text R@1 and Text→ Image R@1 on VSE++(R152, FT)
is 4.1%, 2.8%, on VSE∞(BUTD) is 0.6%, 2.6% and on
VSE∞(WSL) is 2.2%, 2.5%.

In addition, we apply the same gradient objective in the
latest state-of-the-art approach X-VLM [40] with replace-
ment of its contrastive loss item in the downstream fine-
tuning. The result is denoted as “X-VLM ours”. We con-
tinue to push the boundary of state-of-the-art result on MS-
COCO 5K test and Flickr 1K test.

5. Conclusion

We provide a new framework GOAL to train image-text
matching tasks with a combination of gradient components
dissected from deep metric learning loss functions. In prac-
tice, the proposed gradient objectives can be easily applied
as a drop-in replacement to training with loss functions. Ex-
tensive experiments on exhaustive combinations of triplet

weights and pair weights demonstrate both triplet weights
and pair weights have individual impact on the retrieval per-
formance and generally the combination of T cir, P sig−ms

achieve the best performance on image-text retrieval. This
framework helps find better gradient objectives which have
never been explored for this domain and provides consistent
retrieval improvement on multiple established methods, in-
cluding achieving new state-of-the-art results.
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