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Abstract

Recent transformer-based super-resolution (SR) meth-
ods have achieved promising results against conventional
CNN-based methods. However, these approaches suffer
from essential shortsightedness created by only utilizing
the standard self-attention-based reasoning. In this pa-
per, we introduce an effective hybrid SR network to ag-
gregate enriched features, including local features from
CNNs and long-range multi-scale dependencies captured
by transformers. Specifically, our network comprises trans-
former and convolutional branches, which synergetically
complement each representation during the restoration pro-
cedure. Furthermore, we propose a cross-scale token at-
tention module, allowing the transformer branch to exploit
the informative relationships among tokens across different
scales efficiently. Our proposed method achieves state-of-
the-art SR results on numerous benchmark datasets.

1. Introduction
Super-resolution (SR) is a longstanding problem that

aims to restore a high-resolution (HR) image from the
given low-resolution (LR) image. With the advancements
in deep learning, various CNN-based SR methods are intro-
duced [10, 23, 25, 29, 34, 36, 48]. The emergence of CNN-
based SR networks have verified the efficiency in process-
ing 2D images with the inductive bias (i.e., local connec-
tivity and translation invariance). However, such architec-
tures have certain limitations in exploiting global informa-
tion [11] or restoring weak texture details [6].

To solve the problem, SR researchers [3, 6, 27, 28] have
recently applied Vision Transfomer (ViT) [11] to SR ar-
chitectures. A self-attention mechanism, the core compo-
nent of ViT, enables the network to capture long-range spa-

∗Work done while interning at LG AI Research. Code is available at:
https://github.com/jinsuyoo/act.

tial dependencies within an image. In particular, ViT in-
herently contains superiority over CNN in exploiting self-
similar patches within the input image by calculating simi-
larity among tokens (patches) over the entire image region.
Built upon standard [11] or sliding window-based [31] self-
attention, such transformer-based SR networks have re-
markably improved the restoration performance.

However, existing approaches [3, 6, 27, 28] suffer from
features limitedly extracted through a certain type of self-
attention mechanism. Accordingly, the networks cannot
utilize various sets of features, such as local or multi-scale
features, which are proven effective for SR [17, 35]. This
problem raises three concerns in building transformer-based
SR architecture. First, although ViTs extract non-local de-
pendencies better, CNN is still a preferable way to effi-
ciently leverage repeated local information within an im-
age [7,12,45]. Next, restoring images solely with tokenized
image patches can cause undesired artifacts at the token
boundaries. While tokenization with large overlapping al-
leviates such a problem, this approach will considerably in-
crease the computational cost of self-attention. Finally, tok-
enization with an identical token size limits the exploitation
of multi-scale relationships among tokens. Notably, reason-
ing across different scaled patches (tokens) is exceptionally
beneficial in SR [35,39] as it utilizes the internal self-similar
patches [51] within an image.

In this paper, we propose to Aggregate enriched features
extracted from both CNN and Transformer (ACT) mech-
anisms and introduce an effective hybrid architecture that
takes advantage of multi-scale local and non-local infor-
mation. Specifically, we construct two different branches
(i.e., CNN and transformer branches) and fuse the inter-
mediate representations during the SR procedure. Con-
sequently, local features extracted from the CNN branch
and long-range dependencies captured in the transformer
branch are progressively fused to complement each other
and extract robust features. Furthermore, we propose a
Cross-Scale Token Attention module (CSTA) inside the
transformer branch, which overcomes the limitation of prior
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transformer-based SR methods [3,6,28] in exploiting multi-
scale features. Inspired by re-tokenization [46], CSTA ef-
ficiently generates multi-scale tokens and enables the net-
work to learn multi-scale relationships. Lastly, we investi-
gate the necessity of commonly used techniques with trans-
formers, such as positional embeddings, for SR task.

The proposed network, ACT, achieves state-of-the-art
SR performances on several benchmark datasets and even
outperforms recent transformer-based SR methods [6, 28].
Notably, our ACT extraordinarily improves SR quality
when test image contains numerous repeating patches. To
sum up, our contributions are presented as follows:

• We introduce a novel hybridized SR method, combin-
ing CNN and ViT, to effectively aggregate an enriched
set of local and non-local features.

• We propose a cross-scale token attention module to
leverage multi-scale token representations efficiently.

• Extensive experiments on numerous benchmark SR
datasets demonstrate the superiority of our method.

2. Related Work
CNN-based SR: Several SR architectures have been de-
signed upon convolutional layer to extract beneficial fea-
tures from a given LR image [8, 10, 17, 23, 25, 29, 36, 48].
In particular, researchers have focused on exploiting a
non-local internal information (i.e., patch-recurrence [51])
within an image [30, 34, 35, 49, 50]. This is achieved
by adding various modules such as recurrent-based mod-
ule [30, 35] or graph neural networks [50]. Constructed
on top of baseline architectures (e.g., EDSR [29] or
RCAN [48]), these methods improve the SR performance
further. Our work is inspired by the recent success of
ViT [11] in exploiting global representations within an im-
age. Unlike previous studies, we separate CNN and Trans-
former branches to leverage local and non-local features in-
dividually and fuse the intermediate representations to com-
pensate for each other.

ViT-based SR: Recent ViT-based networks have esca-
lated the performance for various computer vision tasks [4,
12, 16, 26, 31, 31, 37, 43, 45]. Moreover, researchers have
explored building the architecture for image restoration [6,
28, 44]. For image SR, Chen et al. [6] proposed a pure
ViT-based network [11] to handle various image restoration
tasks, including denoising, deraining, and SR. First, the net-
work is pre-trained with a multi-task learning scheme, in-
cluding the entire tasks. Then, the pre-trained network is
fine-tuned to the desired task (e.g., ×2 SR). Instead of the
standard self-attention, Liang et al. [28] adapted the Swin
Transformer block [31] and included convolutional layers
inside the block to impose the local connectivity. Motivated

to overcome the limitations within standard self-attention-
based networks (i.e., IPT [6]), we model an effective hy-
bridized architecture to aggregate enriched features across
different scales.

Multi-scale ViTs: Many prior arts have studied multi-
scale token representations for transformer [5, 42, 44].
Among them, Chen et al. [5] explicitly tokenized an im-
age with different token sizes, while Wang et al. [42] con-
structed the pyramid architecture. Differently, we basi-
cally maintain a single token representation. Then, we uti-
lize channel-wise splitting and re-tokenization [46] to effi-
ciently generate multi-scale tokens and reason across them.
Furthermore, our cross-scale attention aims to exploit self-
similar patches across scales [51] within an input image.

Multi-branch architectures: Numerous works have con-
structed multi-branch networks [7,13–15,40] to handle sev-
eral input data containing different information effectively.
For SR, Jin et al. [22] and Isobe et al. [21] decomposed the
input image/video into structural and texture information to
advantageously restore the missing high-frequency details.
In this study, we borrow the recent ViT to enhance global
connectivity and model capacity.

3. Proposed Method

In this section, we present ACT, which leverages both
CNN and transformer, in detail. ACT is composed of a
shallow feature extraction module (head), transformer/CNN
modules (body), and a high-quality image reconstruction
module (tail). Figure 1 illustrates the overall structure.

3.1. Head

First, head module HHead extracts shallow feature F0

from a given low-resolution input image ILR as:

F0 = HHead(ILR), (1)

where HHead is composed of two residual convolution
blocks as suggested in previous works [6, 29, 48].

3.2. Body

Next, the extracted feature F0 is passed to the body mod-
ule to acquire robust features as:

FDF = HBody(F0) + F0, (2)

where FDF indicates deep feature, and HBody contains pro-
posed two-stream branches to extract residual features cor-
respondingly.
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Figure 1: The overall flow of ACT. The input image goes through two separate branches constructed with a CNN and
ViT. Each branch extracts local features and global representations and actively exchanges beneficial information during the
intermediate fusion. The final SR result is acquired by aggregating enriched representations.

3.2.1 CNN branch

In the body module, convolutional kernels in the CNN
branch slide over the image-like features with a stride
of 1. Such a procedure compensates for the transformer
branch’s lack of intrinsic inductive bias. In building our
CNN branch, we adopt the residual channel attention mod-
ule (RCAB) [48], which has been widely used in the re-
cent SR approaches [17,36]. Specifically, we stack N CNN
Blocks, which yields the following:

Fi = Hi
CB(Fi−1), 1 ≤ i ≤ N, (3)

where Hi
CB denotes CNN Block including RCAB modules,

and Fi, represents extracted CNN feature at ith CNN Block.

3.2.2 Transformer branch

We construct transformer branch in body module based on
standard multi-head self-attention (MHSA) [6, 11]. More-
over, we propose to add cross-scale token attention (CSTA)
modules in the transformer branch to exploit repeating
structures within an input image across different scales.

First, we tokenize image-like shallow feature F0 ∈
Rc×h×w into non-overlapping n tokens T0 ∈ Rn×d, where
d is dimension of each token vector. Notably, n = h/t× w/t
and d = c · t2, where t is the token size. Moreover, un-
like previous ViTs [6, 11], we observe that positional infor-
mation becomes insignificant in SR. Thus, we do not add
positional embeddings to tokens.

Then, acquired tokens are fed into the transformer
branch, including N Transformer Blocks, which are sym-
metric to the CNN branch as:

Ti = Hi
TB(Ti−1), 1 ≤ i ≤ N, (4)

where Ti indicates extracted token representations at ith
Transformer Block Hi

TB . As depicted in Figure 2a, each
Transformer Block includes two sequential attention opera-

tions: multi-head self-attention (MHSA) [6, 11] and cross-
scale token attention (CSTA), which yield:

Ti = FFN(CSTA(T′
i−1)),T

′
i−1 = FFN(MHSA(Ti−1)),

(5)
where FFN (feed forward network) includes two MLP lay-
ers with expansion ratio r with GELU activation function
[19] in middle of the layers. Here, we omit layer normaliza-
tion (LN) [1] and skip connections for brevity, and details
of our CSTA are as follows.

Cross-scale token attention (CSTA): Standard MHSA
[11, 41] performs attention operation by projecting queries,
keys, and values from the same source of single-scale to-
kens. In addition to self-attention, we propose to exploit
information from tokens across different scales, and we il-
lustrate operational flow of proposed CSTA module in Fig-
ure 2b. Concretely, we split input token embeddings T ∈
Rn×d of CSTA along the last (i.e., channel) axis into two,
and we represent them as Ta ∈ Rn×d/2 and Tb ∈ Rn×d/2.
Then, we generate Ts ∈ Rn×d/2 and Tl ∈ Rn′×d′

, which
include n tokens from Ta and n′ tokens by rearranging Tb,
respectively. In practice, we use Ta for Ts as is, and re-
tokenize [46] Tb to generate Tl with larger token size and
overlapping. Here, we can control number of tokens in
Tl by setting as n′ =

⌊
h−t′

s′ + 1
⌋
×

⌊
w−t′

s′ + 1
⌋

, where
s′ is stride and t′ denotes token size, and token dimension
is d′ = (c/2) · t′2 = (d · t′2)/2t2. One can acquire numer-
ous tokens of large size by overlapping, which enables the
network to enjoy patch-recurrence across scales actively.
Notably, large tokens are essential for reasoning repeating
patches across scales during the CSTA procedure.

In particular, to effectively exploit self-similar patches
across different scales and pass a larger patch’s information
to small but self-similar ones, we produce a smaller number
of tokens (i.e., n′ < n) with a relatively larger token size
(i.e., t′ > t), and then compute cross-scale attention scores
between tokens in both Ts and Tl.
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Figure 2: (a) Our Transformer Block includes multi-head self-attention (MHSA) and cross-scale token attention (CSTA). (b)
CSTA effectively exploits information across different scaled tokens by channel-wise splitting and token rearrangement. Two
different token embeddings exchange keys and values for the attention operation.

Specifically, we generate queries, keys and values in Ts

and Tl: (qs ∈ Rn×d/2, ks ∈ Rn×d/2,vs ∈ Rn×d/2) from
Ts, and (ql ∈ Rn′×d/2, kl ∈ Rn′×d/2,vl ∈ Rn′×d/2)
from Tl. Next, we carry out attention operation [41] using
triplets (ql,ks,vs) and (qs,kl,vl) as inputs by exchanging
key-value pairs from each other. Notably, last dimension
of queries, keys, and values from Tl is lessened from d′ to
d/2 by projections for the attention operation, and attention
result for Tl is re-projected to dimension of n′ × d′, then
rearranged to dimension of n × d

2 . Finally, we generate an
output token representation of CSTA by concatenating at-
tention results.

Our CSTA can exploit cross-scale information without
additional high overhead. More specifically, computation
costs of MHSA and CSTA are as follows:

O(MHSA) = n2 · d+ n · d2

O(CSTA) = (n · n′) · d+ (n+ n′) · d2,
(6)

and computational cost of CSTA is competitive with MHSA
because n > n′.

The notion of our CSTA module is computing attention
scores across scales in a high-dimensional feature space and
explicit reasoning across multi-scale tokens. Thus, our net-
work can utilize recurring patch information across differ-
ent scales within the input image [35, 39], while conven-
tional MHSA limitedly extract informative cross-scale cues.

3.2.3 Multi-branch feature aggregation

We bidirectionally connect intermediate features extracted
from independent branches. Figure 3 depicts our Fusion
Block. Concretely, given intermediate features Ti and Fi

from ith CNN Block and Transformer Block, we aggregate
feature maps by using Fusion Block Hfuse as:

Mi = Hi
fuse(rearrange(Ti) ∥ Fi), 1 ≤ i ≤ N, (7)

where Mi ∈ R2c×h×w denotes fused features, and
rearrange and ∥ represent image-like rearrangement and
concatenation, respectively. We build our Fusion Block
Hfuse with 1 × 1 convolutional blocks for a channel-wise
fusion. Except for last Fusion Block (i.e., i = N ), fused
features Mi are split into two features along channel dimen-
sion, i.e., MT

i ∈ Rc×h×w and MF
i ∈ Rc×h×w, followed by

MLP blocks and convolutional blocks, respectively. Then,
each fused feature flows back to each branch and is individ-
ually added to the original input feature Ti and Fi. Fused
feature MN at last Fusion Block takes a single 3×3 convo-
lution layer to resize channel dimension from 2c to c. The
extracted deep residual feature is added to F0 and produces
a deep feature FDF . Subsequently, FDF is transferred to
the final tail module.

3.3. Tail

For the last step, aggregated feature FDF is upscaled and
reconstructed through tail module HTail and produces the
final SR result as:

ISR = HTail(FDF ). (8)

HTail includes PixelShuffle [38] operation, which upscales
feature maps by rearranging channel-wise features to the
spatial dimension, followed by a single convolution layer to
predict the final SR result.

4. Experiments
In this section, we quantitatively and qualitatively

demonstrate the superiority of ACT.

4.1. Implementation details

Datasets and evaluation metrics: Following previous
works [6, 10], we train our network with the ImageNet
dataset [9]. Therefore, the transformer can fully utilize its
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Figure 3: Our Fusion Block. Concatenated features from two branches are fused with 1×1 convolutions. Then, comple-
mented information is bidirectionally transferred to the original branches.

representation capability [6]. Specifically, we use approx-
imately 1.3M images such that the length of the shortest
axis exceeds 400 pixels as ground-truth HR images. In-
put LR images are generated by downscaling HR images
using bicubic interpolation. Moreover, we evaluate per-
formance of SR networks on conventional SR benchmark
datasets: Set5 [2], Set14 [47], B100 [32], Urban100 [20],
and Manga109 [33]. The experimental results are evaluated
with two metrics, namely peak signal-to-noise ratio (PSNR)
and structural similarity (SSIM), on Y channel in YCbCr
color space following baselines [6, 29, 48].

Hyperparameters: We have four CNN Blocks in the
CNN branch and four Transformer Blocks in the trans-
former branch (i.e., N = 4). Each CNN Block includes
12 RCAB modules with channel size c = 64. We use d =
576, and expansion ratio r inside FFN module is set to 4.
For Fusion Block, we stack four 1× 1 residual blocks [18].
During training, input LR patches are fixed to 48× 48, and
token size is 3 × 3 (i.e., t = 3). We also use conven-
tional data augmentation techniques, such as rotation (90◦,
180◦, and 270◦) and horizontal flipping. Large token size
t′, stride s′, and d′ for CSTA module are set to 6, 3, and
1152, respectively. Moreover, we use Adam optimizer [24]
to train our network and minimize L1 loss following previ-
ous studies [6,36,48]. We train our network for 150 epochs
with a batch size of 512. The initial learning rate is 10−4

(β1 = 0.9 and β2 = 0.999) and we reduce it by half ev-
ery 50 epochs. We implement our model using the PyTorch
framework with eight NVIDIA A100 GPUs.

4.2. Ablation studies

4.2.1 Impact of positional embeddings

Unlike high-level vision tasks (e.g., classification), the
transformer in SR utilizes a relatively small patch size. To
investigate the necessity of positional embeddings for SR,
we train two types of SR networks by using 1) MHSA in-
stead of CSTA and removing the CNN branch (i.e., stan-
dard ViT [11]) and 2) our ACT. Networks are trained with

Standard ViT [11] ACT (Ours)

Learnable PE [6] w/ w/o w/ w/o

Set5 [2] 38.31 38.33 38.43 38.46
Set14 [47] 34.29 34.33 34.57 34.60

Table 1: Ablation on the impact of positional embeddings
for SR, reported in PSNR value. PE indicates positional
embeddings.

Single-stream Two-stream

Transformer w/ w/o w/ w/ w/ w/
CNN w/o w/ w/ w/ w/ w/
Fusion w/o w/o w/o T → C C → T T ↔ C

# Params. 32.8M 4.3M 36.6M 37.4M 45.1M 45.3M

Set14 [47] 34.33 34.21 34.32 34.38 34.44 34.45
Manga109 [33] 39.48 39.46 39.56 39.71 39.77 39.85

Table 2: Ablation experiments on various architectural
choices w.r.t. PSNR metric. T and C means Transformer
and CNN branches respectively. → indicates unidirectional
flow from left to right, and ↔ indicates bidirectional flow.

and without learnable positional embeddings [4, 6, 11], and
results are provided in Table 1. We observe that transformer
without positional embeddings does not degrade SR perfor-
mance. According to our observation, we do not use posi-
tional embeddings in the remainder of our experiments.

4.2.2 Impact of fusing strategies

In Table 2, we ablate various architectural choices related
to multi-stream network. Specifically, we conduct exper-
iments on each branch and fusion strategies. First, due
to the large model capacity, a single-stream network with
only a transformer branch performs better than a relatively
lightweight single-stream CNN branch. Next, we observe
that the performance of a two-stream network without Fu-
sion Block consistently drops due to significantly separated
pathways. However, performance is largely improved when
intermediate features are unidirectionally fused. Finally,
the proposed bidirectional fusion between CNN and trans-
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Method # Params. Set14/Urban100

MHSA only 45.3M 34.45/33.93
MHSA + CSTA 46.0M 34.60/34.07
CSTA only 46.7M 34.51/33.92

(a) MHSA vs. CSTA. Utilizing both atten-
tions performs better than MHSA or CSTA
alone.

CSTA w/o w/

Stride (s′) - 5 4 3
# Large tokens (n′) - 81 121 225

FLOPs 22.2G 21.4G 21.6G 22.2G
PSNR on Set14 34.45 34.51 34.55 34.60

(b) Effect of the number of large tokens n
′
.

CSTA efficiently boost performance.

# Scales Token sizes Set14/Urban100

1 (3) 34.45/33.93
2 (3, 6) 34.60/34.07
3 (3, 6, 12) 34.52/33.95

(c) Effect of various scaled tokens.
CSTA with two scales performs best.

Table 3: Ablation experiments on CSTA module. We demonstrate the effectiveness of our proposed CSTA on various aspects
w.r.t. PSNR metric.

former features (T ↔ C) shows the best performance over
the entire fusion strategy. The experimental results show
that transformer and CNN branches contain complementary
information, and intermediate bidirectional fusion is neces-
sary for satisfactory restoration results.

4.2.3 Impact of CSTA

MHSA vs. CSTA: We compare our CSTA against stan-
dard MHSA in Table 3a. Specifically, we train ACT by re-
placing all CSTA/MHSA with MHSA/CSTA (i.e., MHSA
only and CSTA only). The comparison between MHSA
only and MHSA + CSTA shows that CSTA largely boosts
performance with a small number of additional parame-
ters (+ 0.7M). Moreover, the result of CSTA only indicates
that CSTA alone cannot cover the role of MHSA capturing
self-similarity within the same scale (performs better than
MHSA only but lower than MHSA + CSTA).

Impact of the number of large tokens: We conduct ex-
periments to observe large tokens’ impact and efficiency in
Table 3b. Specifically, we vary sequence length of large
token (i.e., n′) of Tl by controlling stride s′. The results
show that our CSTA module, even with a small number
of large tokens (n′ = 81), efficiently outperforms conven-
tional self-attention without cross-attention (i.e., MHSA) by
0.06dB. Furthermore, performance improvement is remark-
able when we increase the number of large tokens with a
small overhead in terms of FLOPs. This experimental result
demonstrates that CSTA can efficiently exploit informative
cross-scale features with larger tokens.

Impact of more token scales: We investigate whether
performing CSTA with more token sizes is beneficial or not
in Table 3c. In doing so, we embed three token sizes (3,
6, and 12) with similar overall computational costs to the
CSTA module. Comparing two token scales and three token
scales shows that cross attention with an additional larger
scale drops the performance. Since the number of recurring
patches decreases as scale increases [51], we observe that
exploiting self-similar patches across proper scales is more
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Figure 4: Feature map visualizations of transformer branch
and CNN branch. The transformer branch focuses on restor-
ing texture detail and repeated small patterns, while the
CNN branch emphasizes the reconstruction of sharp and
strong edges.

effective than solely performing certain types of attention or
adding various scales.

4.2.4 Feature visualization

In Figure 4, we visualize features to analyze the role of
each branch. Specifically, we compare the output features
from the last blocks for each branch (i.e., T4 and F4). Ac-
cording to the visualization, both branches provide mini-
mal attention to flat and low-frequency areas (e.g., sky).
However, the output feature from the transformer branch
focuses on recovering tiny and high-frequency texture de-
tails, while producing blurry and checkerboard artifacts due
to tokenization. Moreover, we observe that the transformer
branch attends to a small version of recurring patches within
the image (e.g., upper side window in the right example),
leveraging multi-scale representations with CSTA module.
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Set5 [2] Set14 [47] B100 [32] Urban100 [20] Manga109 [33]

Method Scale PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

EDSR [29] ×2 38.11 0.9602 33.92 0.9195 32.32 0.9013 32.93 0.9351 39.10 0.9773
RCAN [48] ×2 38.27 0.9614 34.12 0.9216 32.41 0.9027 33.34 0.9384 39.44 0.9786
RNAN [49] ×2 38.17 0.9611 33.87 0.9207 32.32 0.9014 32.73 0.9340 39.23 0.9785
SAN [8] ×2 38.31 0.9620 34.07 0.9213 32.42 0.9028 33.10 0.9370 39.32 0.9792
HAN [36] ×2 38.27 0.9614 34.16 0.9217 32.41 0.9027 33.35 0.9385 39.46 0.9785
NLSA [34] ×2 38.34 0.9618 34.08 0.9231 32.43 0.9027 33.42 0.9394 39.59 0.9789
IPT [6] ×2 38.37 - 34.43 - 32.48 - 33.76 - - -
SwinIR [28] ×2 38.42 0.9623 34.46 0.9250 32.53 0.9041 33.81 0.9427 39.92 0.9797
ACT (Ours) ×2 38.46 0.9626 34.60 0.9256 32.56 0.9048 34.07 0.9443 39.95 0.9804
ACT+ (Ours) ×2 38.53 0.9629 34.68 0.9260 32.60 0.9052 34.25 0.9453 40.11 0.9807

EDSR [29] ×3 34.65 0.9280 30.52 0.8462 29.25 0.8093 28.80 0.8653 34.17 0.9476
RCAN [48] ×3 34.74 0.9299 30.65 0.8482 29.32 0.8111 29.09 0.8702 34.44 0.9499
SAN [8] ×3 34.75 0.9300 30.59 0.8476 29.33 0.8112 28.93 0.8671 34.30 0.9494
HAN [36] ×3 34.75 0.9299 30.67 0.8483 29.32 0.8110 29.10 0.8705 34.48 0.9500
NLSA [34] ×3 34.85 0.9306 30.70 0.8485 29.34 0.8117 29.25 0.8726 34.57 0.9508
IPT [6] ×3 34.81 - 30.85 - 29.38 - 29.38 - - -
SwinIR [28] ×3 34.97 0.9318 30.93 0.8534 29.46 0.8145 29.75 0.8826 35.12 0.9537
ACT (Ours) ×3 35.03 0.9321 31.08 0.8541 29.51 0.8164 30.08 0.8858 35.27 0.9540
ACT+ (Ours) ×3 35.09 0.9325 31.17 0.8549 29.55 0.8171 30.26 0.8876 35.47 0.9548

EDSR [29] ×4 32.46 0.8968 28.80 0.7876 27.71 0.7420 26.64 0.8033 31.02 0.9148
RCAN [48] ×4 32.63 0.9002 28.87 0.7889 27.77 0.7436 26.82 0.8087 31.22 0.9173
RNAN [49] ×4 32.49 0.8982 28.83 0.7878 27.72 0.7421 26.61 0.8023 31.09 0.9149
SAN [8] ×4 32.64 0.9003 28.92 0.7888 27.78 0.7436 26.79 0.8068 31.18 0.9169
HAN [36] ×4 32.64 0.9002 28.90 0.7890 27.80 0.7442 26.85 0.8094 31.42 0.9177
NLSA [34] ×4 32.59 0.9000 28.87 0.7891 27.78 0.7444 26.96 0.8109 31.27 0.9184
IPT [6] ×4 32.64 - 29.01 - 27.82 - 27.26 - - -
SwinIR [28] ×4 32.92 0.9044 29.09 0.7950 27.92 0.7489 27.45 0.8254 32.03 0.9260
ACT (Ours) ×4 32.97 0.9031 29.18 0.7954 27.95 0.7507 27.74 0.8305 32.20 0.9267
ACT+ (Ours) ×4 33.04 0.9041 29.27 0.7968 28.00 0.7516 27.92 0.8332 32.44 0.9282

Table 4: Quantitative comparison of the proposed method with numerous state-of-the-art SR methods. The best and the
second-best values are highlighted with bold and underline, respectively.

In contrast, the CNN branch recovers sharp and strong
edges, which the transformer branch fails to capture. This
observation indicates that ACT endowed independent roles
for each pathway such that the two branches complement
each other.

4.3. SR results

Quantitative evaluation: In Table 4, we quantitatively
compare our ACT for ×2, ×3, and ×4 SR tasks with
eight state-of-the-art SR networks: EDSR [29], RCAN [48],
RNAN [49], SAN [8], HAN [36], NLSA [34], IPT [6],
and SwinIR [28]. We also report test-time self-ensembling-
based results following baselines [28,29,36,48] to improve
performance further, and ACT+ indicates approach with
self-ensemble [29]. Compared with all previous works,
ACT and ACT+ achieve the best or second-best perfor-
mance in terms of PSNR and SSIM for all scale factors.
In particular, our method substantially outperforms IPT [6],
which is recognized as the first transformer-based restora-
tion approach, through proposed multi-scale feature extrac-

tion and effective hybridized architecture of CNN and trans-
former. Moreover, performance improvement over SwinIR
[28] is considerable for Urban100 dataset [20] (more than
0.3dB PSNR gain for all scale factors) with high patch-
recurrence in the dataset, indicating that our CSTA module
successfully exploits multi-scale features.

Qualitative evaluation: We provide a qualitative com-
parison with existing SR methods. Figure 5 shows that our
method obtains more accurately recovered details than con-
ventional methods. Specifically, the restoration result of im-
age “MisutenaideDaisy” demonstrates that our method can
generate more human-readable characters than other exist-
ing methods. Moreover, by taking “barbara” as an example,
baseline methods have generated sharp edges/patterns de-
spite being far from the ground-truth structure. By contrast,
our method correctly reconstructs the main structure with-
out losing high-frequency details. The result of “img092”,
which contains an urban scene, shows that most conven-
tional methods fail to recover the structure and produce
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SwinIR (26.31/0.7717) ACT (26.73/0.7827)IPT (26.68/0.7791)NLSA (26.27/0.7698)

HAN (26.50/0.7730)RCAN (26.25/0.7671)EDSR (26.42/0.7697)

“barbara” in Set14 

GT (PSNR/SSIM)

SwinIR (19.87/0.7086) ACT (20.83/0.7489)IPT (20.38/0.7270)NLSA (19.54/0.6955)

HAN (19.57/0.6896)RCAN (19.66/0.6979)EDSR (19.15/0.6800)

“img092” in Urban100 

GT (PSNR/SSIM)

SwinIR (34.60/0.9725) ACT (35.25/0.9741)IPT (34.19/0.9715)NLSA (33.86/0.9706)

HAN (33.74/0.9693)RCAN (33.74/0.9695)EDSR (33.21/0.9680)

“MisutenaideDaisy” in Manga109 

GT (PSNR/SSIM)

Figure 5: Visual comparison of the proposed method with various methods for ×4 SR task. Our method restores sharp and
complicated structures more accurately.

Measure EDSR RCAN NLSA IPT SwinIR ACT (Ours)

# Params. 43M 16M 44M 114M 12M 46M
FLOPs 116G 37G 125G 35G 29G 22G

Table 5: Comparison of the proposed method’s resources
with state-of-the-art SR methods.

blurry results. Meanwhile, our method alleviates blurring
artifacts and accurately reconstructs correct contents. The
above observation indicates the general superiority of the
proposed method in recovering sharp and accurate details.

4.4. Model size analysis

Finally, we compare the number of network parame-
ters and floating-point operations (FLOPs) of various SR
methods in Table 5. Our ACT shows the best SR re-
sults as in Table 4 with competitive hardware resources
in comparison with existing approaches, including IPT [6]
and SwinIR [28]. Notably, although SwinIR [28] has few
parameters, its computational cost is relatively high due
to small window and token sizes, 8×8 and 1×1, respec-
tively. The comparison demonstrates an effective trade-off
between ACT’s performance and model complexity.

5. Conclusion
In this study, we proposed to aggregate various bene-

ficial features for SR and introduced a novel architecture
combining transformer and convolutional branches, advan-
tageously fusing both representations. Moreover, we pre-
sented an efficient cross-scale attention module to exploit
multi-scale feature maps within a transformer branch. The
effectiveness of the proposed method has been extensively
demonstrated under numerous benchmark SR datasets, and
our method records the state-of-the-art SR performance in
terms of quantitative and qualitative comparisons.
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