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Abstract

Trajectory Prediction (TP) is a critical component in
the control system of an Autonomous Vehicle (AV). It pre-
dicts future motion of traffic agents based on observations
of their past trajectories. Existing works have studied the
vulnerability of TP models when the perception systems
are under attacks and proposed corresponding mitigation
schemes. Recent TP designs have incorporated context map
information for performance enhancements. Such designs
are subjected to a new type of attacks where an attacker
can interfere with these TP models by attacking the con-
text maps. In this paper, we study the robustness of TP
models under our newly proposed map-based adversarial
attacks. We show that such attacks can compromise state-
of-the-art TP models that use either image-based or node-
based map representation while keeping the adversarial ex-
amples imperceptible. We also demonstrate that our attacks
can still be launched under the black-box settings without
any knowledge of the TP models running underneath. Our
experiments on the NuScene dataset show that the proposed
map-based attacks can increase the trajectory prediction er-
rors by 29-110%. Finally, we demonstrate that two defense
mechanisms are effective in defending against such map-
based attacks.

1. Introduction
Autonomous vehicles (AVs) are becoming more accept-

able to general populations and can transform future trans-
portation systems e.g. having autonomous trucks to deliver
goods helps alleviate the on-going acute shortage of truck
driver problem. A typical AV system consists of three core
modules: a Perception module that interprets the surround-
ing environment such as traffic agents and road condition,
a Prediction module that predicts the future of the environ-
ments based on history observations, and a Planning module
that aggregate all the information to decide how to control
and navigate the AV. Within the Prediction module, Trajec-
tory Prediction (TP) is one of the most important tasks that
aims to forecast the motion of surrounding traffic agents.

Many recent studies have explored deep neural network

based trajectory prediction models. Researchers evalu-
ate these models based on well known benchmarks col-
lected from real world such as Kitti[9], Apolloscape[13],
NuScenes [1]. The metrics that are often used by these
researchers include ADE (average displacement errors be-
tween ground truth and predicted trajectories in a predicted
time window) and FDE (final displacement errors at the end
of the predicted time window). Recent trajectory prediction
models [24, 28, 10, 11, 23] that perform well typically use
CVAE (to generate K likely trajectories) and semantic map
to provide better context for the trajectory predictor.

In recent years, researchers conduct studies to explore
the robustness of DNN models used in autonomous vehi-
cles. Researchers have demonstrated that they can fool the
object detector and lane detection subsystem in the percep-
tion module [8, 2, 25]. They have also shown that both the
monocular and LIDAR-based depth estimation submodules
can be attacked as well. Most of these attacks have been
demonstrated only on certain submodules of the perception
systems. As far as we know, there is only one recent paper
[29] that studies the robustness of the trajectory prediction
module. In [29], the authors propose white/black box adver-
sarial attacks on trajectory prediction by adding minor per-
turbations on normal trajectories to maximize the prediction
error. Their attacks are designed to make adversarial trajec-
tories look natural by obeying physical rules. They also
define optimization objectives that allow predicted trajecto-
ries to deviate laterally or longitudinally in order to create
potential danger in AV driving behaviors. However, their
attack approach may not be attractive for the attackers as
implementing such attack may impose danger to the attack-
ers themselves.

In this paper, we explore a different attack approach
on trajectory prediction models. Our attack approach is
geared towards those models that utilize context maps e.g.
[24, 28, 6, 10, 11, 23] by inserting minor perturbations to
the context maps these models use. There are two main
categories of trajectory prediction models utilizing context
maps depending on how they encode the map information,
namely (i) image-based encoding for map, (ii) node-based
encoding for map. We select 2 representative schemes for
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each category and describe how we can launch both white-
box and black-box attacks on these models.

Subsequently, we evaluate the proposed attacks using
nuScenes dataset. Our results show that our semantic map
attack approach significantly degrades the prediction per-
formance of all 4 map-based trajectory prediction models.
We also conduct sensitivity analysis of different factors that
affect the attack results and provide some visualizations to
illustrate the attack impacts. Finally, we show the effective-
ness of two defense mechanisms against such attacks.

2. Related Work
Trajectory Prediction (TP) The trajectory prediction

submodule in the control system of an AV predicts future
spatial coordinates of nearby traffic agents such as pedestri-
ans or vehicles. Typically trajectory prediction models are
based on deep neural networks which take location coor-
dinates of traffic agents for the past few seconds as input
and may also incorporate additional information e.g. vehi-
cles’ heading, interactions among different traffic agents or
semantic maps to improve the prediction performance.

Various approaches utilizing merely monocular images
for future agents motion prediction have been proposed,
Trajectron++ [24] authors designed a graph-structured gen-
erative (CVAE-based) neural architecture that forecasts the
trajectories of diverse agents while incorporating agent dy-
namics. Another approach, AgentFormer [28], proposed
a new Transformer that simultaneously models the tempo-
ral and social dimensions of multi-agent trajectories and
a novel agent-aware attention mechanism for stochastic
multi-agent trajectory prediction. GOHOME [10] leverages
graph representations of the High Definition(HD) Map and
sparse projections to generate a heatmap output represent-
ing future position probabiliity distribution of a given agent
in a traffic scene. The authors later design THOMAS [11]
which encodes past trajectories of all agents present in the
scene and the HD-Map lanelet graph and predicts for each
agent a sparse heatpmap representing the future probability
distribution at a fixed time step in future. They showed that
the performance of THOMAS is better than GOHOME.
Adversarial Attacks against Perception System in AVs
Recent papers have demonstrated different types of attacks
against the perception system in AVs. Researchers have
demonstrated that adding perturbations to both RGB images
or point clouds can cause problems to the the AV’s percep-
tion systems e.g. such perturbations may cause the object
detector module not being able to detect traffic agents or
they may launch attacks to the depth estimator submodule to
make the perception system think that the traffic agents are
either further or closer. In [31], the authors presented sys-
tematic solutions to create robust adversarial example (AE)s
against real world object detectors. In [22], the authors pro-
pose split-second phantom attacks to trick two commercial

advanced driver assistant systems to treat a depthless ob-
ject that appears for a few milliseconds as a real object and
hence force such systems to stop in the middle of the road
or issue false notifications.

Instead of merely attacking object detector in AV’s per-
ception system, one can add perturbations to mess up the
depth estimation submodule. Authors in [27] have shown
that the depth estimation accuracy in existing monocular
depth estimation models degrade when subjected to typical
adversarial attack methods such as IFGSM (or equivalently
PGD). Apart from launching attacks on camera images to
fool the object detector module in the perception system of
an AV, researchers also explore the impact of attacks on the
lane detection submodule within the AV perception system.
In [14], the authors determines optimal perturbations they
can add on a camera image which will result in errors in the
lane detection submodule and then maps such perturbations
to road markings in the physical world. Their extensive ex-
perimental results demonstrate that their attacks can fool the
lane detection submodule of a Tesla Model S.

Fewer researchers investigate how to attack perception
systems by meddling with trajectory prediction related in-
formation. In [18], the authors demonstrate that adversar-
ial spoofing of AV’s trajectory with small perturbations can
make safety-critical objects undetectable or being detected
with incorrect positions. In their approach, they represent
point cloud as a function of trajectory and attack the trajec-
tory instead of 3D points. In [29], the authors explore the
robustness of trajectory prediction models in the presence
of attacks that perturb normal vehicle trajectories. Their
experiments reveal that three trajectory prediction models
have significant prediction errors under such attacks.

3. Preliminary
In this section, we give a brief description of how current

state-of-the-art TP models incorporate the context map into
their models. These preliminary serves as the foundation
for designing our map-based attacks.

3.1. Relevant Works

The Context Map is important for Autonomous Driving
for it provides rich semantic information (e.g. drivable area,
stop line, and crosswalks) that allows AVs to localize them-
selves and accurately navigate on their lanes. It has been re-
cently introduced to the TP task [30, 3, 4, 12, 21, 10, 11, 6]
to help models make better predictions. For example, a sur-
rounding car is more likely to stay in its lane in the next
few seconds than driving onto the sidewalk. Among all
state-of-the-art TP solutions, there are two major ways of
representing a context map: (1) Image Representation and
(2) Node Representation. The former represents the context
map as a multi-channel image where each channel corre-
sponds to one type of semantic information, and the latter
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represents each element in the context map (e.g. center-
lines, stop signs) as a node. In general, image representation
has higher dimensions that contain more information while
node representations are more compact and efficient.

Methods that use Image Representation. Early works
in trajectory prediction task [17, 30, 3, 4, 12, 21] focused on
the rendering the context information as 2D top-down map
image and uses Convolutional Neural Networks (CNNs) to
extract features from the map. In the map image, differ-
ent types of elements are rendered into different layers with
binary values. Among all the TP methods that use Image
Representation, we select two representative works — Tra-
jectron++ [24] and Agentformer [28] for our experiments
due to the availability of their source codes.

Although having completely different high-level de-
signs, the map encoders in Trajectron++ [24] and Agent-
former [28] are indeed very similar — based on the rendered
context map, they first crop an agent-centric local map for
each agent and rotate it based on the agent’s heading. This
rotated local context map is then fed into a CNN-based map
encoder to extract a map embedding. Finally, this map em-
bedding is concatenated with other features before feeding
into the trajectory decoder to predict its future trajectories.

Methods that use Node Representation. Recently
works have explored node representation for context map
[11] [10] [26] [19] due to its compactness and efficiency. In
this paper, we choose two representative works — LaPred
[16] and PGP [6] whose source codes are publicly available.

LaPred [16] considers the context map as the set of all
lane instances. Each lane instance is represented by a se-
quence of coordinates that are equally spaced and have sim-
ilar lengths. They first employ a combination of 1D-CNN
and LSTM layers to encode these coordinate sequences and
produce the node features for each lane. Then, each lane
feature (equivalently context information) will be merged
with the features of its neighboring traffic agents and passed
to the next modules.

PGP [6] represents the context map as lane graphs where
each node corresponds to a lane centerline. Similar to
LaPred, they also divide longer lane centerlines into smaller
segments with fixed lengths except that PGP additionally in-
cludes the pose (yaw angle) of the segment as well as two
binary features indicating whether the segment lies on a stop
line or crosswalk. In other words, the node features in PGP
capture both the geometry and the traffic control elements
relevant to the centerlines. In addition, they proposed to
fuse the features of the neighboring agents into the features
of the lane nodes using the recently popular Attention tech-
niques in their Node-agent Attention module.

3.2. Threat Model

In this paper, we focus on exploring the robustness of
state-of-art trajectory prediction models by implementing

adversarial attacks on the incorporated context maps. Since
the context map provides important semantic information
for AVs, it must be accurate and updated in time. Thus, the
AV needs to download the context map from the data server
frequently to keep the map updated irrespective of whether
it loads context map online or offline.

We assume that the attacker has access to the data server
and is capable of modifying the context map which will
be downloaded by the victim AV. The attacker aims to add
imperceptible perturbations on the correct map so that the
trajectory prediction model makes wrong future predictions
with the poisoned map, which may cause more dangerous
reactions by the victim AV.

In real world attacks, the attacker needs to access all pa-
rameters of the prediction model from the victim AV for
white box attacks or only APIs of the prediction model for
black box attacks. In addition, it is more practicable for the
attacker to choose a small area within the map to add adver-
sarial perturbation considering the high computational cost
and training time: the larger area for perturbing, the longer
training time needed to generate effective adversarial per-
turbation.

4. Proposed Method
In this section, we introduce the formulation of the ad-

versarial attacks on context maps in TP models.

4.1. Problem Formulation

State-of-art trajectory prediction models make stochas-
tic predictions for each agent (i.e., vehicles or pedestrians)
at each time frame based on the observation of all nearby
agents and the context map in surrounding area. Let sti be
the state of an agent i at time frame t and xt

i be the lo-
cal context map surround agent i at time t. A trajectory of
agent i from time t1 to t2 will be St1,t2

i = {st1i , ..., st2i }.
Let Nh and Nf be the number of frames in history and
future trajectories. Then at time t, the history trajectory
of agent i will be Ht

i = St−Nh+1,t
i = {st−Nh+1

i , ..., sti};
the future ground truth trajectory of agent i will be F t

i =

{st+1
i , ..., s

t+Nf

i }. Let f represent the trajectory predictor
and P t

i = {pt,(1)i , ..., p
t,(k)
i } be a set of k predicted states

of the agent i at time t. Thus, we denote the stochastic
predicted trajectories of agent i at time i as f(Ht

i , x
t
i) =

{P t+1
i , ..., P

t+Nf

i }.
In this work, we introduce non-targeted attacks on trajec-

tory prediction models by adding adversarial perturbation to
local context maps which leads to victim models generating
wrong trajectory predictions. We denote δ as adversarial
perturbation and advxt

i = xt
i + δ as the adversarial context

map of agent i at time t. To make the adversarial perturba-
tion imperceptible, we restrict the perturbation with a given
constraint ϵ either using Eq. 3 or Eq. 4.
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To maximize the impact of attacks, we utilize two
commonly used evaluation metrics in trajectory prediction
tasks: (1) the minimum Average Displacement Error (ADE)
over the top k predictions (ADEk): the minimum average
of mean L2 distance between all predicted and ground truth
trajectory points. (2) the minimum Final Displacement Er-
ror (FDE) over the top k predictions (ADEk): the minimum
of the mean L2 distance between the predicted and ground
truth trajectory points at the last time frame. Combining
evaluation metrics ADEk and FDEk, we denote the opti-
mization loss as L(f(Ht

i , x
t
i)):

L(f(Ht
i , x

t
i)) = Eade(F

t
i , P

t
i ) + Efde(F

t
i , P

t
i ) (1)

where Eade and Efde are the ADEk and FDEk evalua-
tion metrics with a given k.

The goal of our attacks is to maximize the error between
the predicted and ground truth trajectories by generating ad-
versarial context maps surrounding target agents. Thus, the
objective is formulated as:

max L(f(Ht
i ,

advxt
i)) s.t. C(xt

i,
advxt

i) < ϵ (2)

4.2. Adversarial Perturbation

As mentioned in Section 3.1 , modern trajectory pre-
diction models extract spatial information for target agents
from surrounding context maps, which are mainly stored as
image-based and node-based maps. We generate adversar-
ial perturbation for both image-based and node-based con-
text maps to launch adversarial attacks on state-of-art tra-
jectory prediction models. To ensure changes in adversarial
maps are imperceptible, we need to constrain any generated
adversarial perturbation.

4.2.1 Image-based Map

Many trajectory prediction models with CNN-based en-
coders use image-based context maps as the extra spatial
information [24, 28]. Considering the storage space of
large maps and the transferability among different formats,
image-based context maps are more likely to be stored as
binary images [1]. Thus, we design both continuous and
binary perturbation for binary maps.(i.e., {0,1})

Continuous Perturbation. Continuous perturbation is
minor continuous imperceptible perturbation that we added
to the original map images. We denote the imperceptible
constraint for continues perturbation as follows:

C(xt
i,

advxt
i) = ∥xt

i − advxt
i∥∞ < ϵ (3)

Binary Perturbation. Minor continuous perturbations
can be removed easily via filtering. Thus, to make our at-
tacks more robust on binary map images, we also design
binary perturbation that changes the binary values of a few
pixels in the map. To satisfy the invisible requirement, we

restrict the number of modified pixels within a given local
map size:

C(xt
i,

advxt
i) =

∥xt
i − advxt

i∥1
v

< ϵ (4)

where v is the difference between binary values.

4.2.2 Node-based Map.

In recent works, some trajectory prediction models con-
catenate lane-based or node-based map features with agent
states so as to improve the precision of predictions [6, 16].
Such node-based context maps save map information as
nodes‘attributes, which include spatial coordinates, lane ro-
tations, traffic signs and so on.

We generate adversarial maps by adding continuous per-
turbation to the original map nodes to ensure their imper-
ceptibility. The perturbation only changes the spatial coor-
dinates of the map nodes (x-y location). The constraint for
node-based perturbation is the same as in Eq. 3.

4.3. Attack Methods

In order to investigate the impact of adversarial attacks
on trajectory prediction models with context maps, we de-
sign both white box and black box attacks following the
definitions in Section 4.1 and 4.2.

4.3.1 White Box Attacks

We design our white box adversarial attacks based on
Gradient-based methods [5].

Continuous Perturbation. We generate continuous
adversarial perturbation on both image-based and node-
based maps with Projected Gradient Descent (PGD) [20].
For agent i at time frame t, we initialize an adversarial con-
text map adv

0 xt
i = xt

i. Let advm xt
i be the mth adversarial map,

we update it iteratively:
adv
m+1x

t
i =

∏ϵ
x(

adv
m xt

i + α · sign(∇xL(f(H
t
i ,

adv
m xt

i))))
(5)

where α is the step size and sign(·) denotes the sign func-
tion. In common, we set the step size α = ϵ

10 .
∏ϵ

x(·)
constrains the adversarial example within the ϵ-ball of the
original context map xt

i.
Binary Perturbation. We design another white box at-

tack against TP models with image-based maps by generat-
ing binary perturbation. Similar to the continuous perturba-
tion generation, we iteratively update the binary adversarial
map based on iterative gradient-descent method.

Let adv
0 xt

i = xt
i be the initialization adversarial map for

agent i at time frame t. At the mth iteration, we choose
the top q gradient of the adversarial map adv

m xt
i to generate

binary adversarial perturbation δm+1 by:

δm+1 = v · sign(TOPq(∥∇xL(f(H
t
i ,

adv
m xt

i)∥∞)) (6)
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Parameters Definition

x loc x location of a patch center in the map image

y loc y location of a patch center in the map image

h length of a patch

w width of a patch

r rotation angle of a patch

Table 1. Parameters for perturbation patches on Binary Map

Map encoding Attacker Perturbation Iterations ϵ Particles

Image

PGD Continuous 100 0.03 N/A

PGD Binary 100 50 N/A

PSO Binary 30 50 50

Node
PGD Continuous 100 1.0 N/A

PSO Continuous 100 1.0 100

Table 2. Attack settings

where TOPq(·) remains the top q pixel value and clear other
pixel value. Similar to the step size α, we also set q = ϵ

10 .
Then, we update the adversarial map as follows:

adv
m+1x

t
i =

adv
m xt

i + δm+1 (7)

4.3.2 Black Box Attacks

As trajectory prediction models may have non-
differentiable steps, we adapt Particle Swarm Optimization
(PSO) [15] to implement black box attacks on both
image-based and node-based maps. PSO is an optimization
algorithm that iteratively searches for the best of the candi-
date solution particles based on a given measure of quality
in the search space. We generate adversarial perturbation
(i.e., continuous or binary) for the target context map with
regards to the particle swarm. The quality of perturbation
is defined by Eq. 1 and the optimization objective is
formulated by Eq. 2. Then, we design different particles to
generate continuous and binary perturbation as follows:

Continuous Perturbation. As a black box attack
method, PSO only has access to the API of model infer-
ence instead of gradients. Hence, it is extremely difficult
and time consuming for PSO to search for the best con-
tinuous perturbation within dimensions of the image-based
map. As a result, we only adapt PSO to generate continuous
perturbation on node-based maps. Following the definition
in Section 4.2.2, we denote each particle as one candidate
of continuous perturbation that changes x-y coordinates of
map nodes. The search space for continuous perturbation is
given in Eq. 3. Since node-based map has a low dimension,
PSO is effective in finding optimal solutions.

Binary Perturbation. Considering the high dimension
of the binary map image, we merely add binary perturba-
tion to a few patches within a context map. We change the
binary values of the pixels within each patch. As shown
in Table 1, each patch is described using 5 parameters:
{x loc, y loc, h, w, r}. x loc and y loc denote the position
of the patch centers in the map. h and w denote the shape
of the patches. r determines the rotation of the patches. We
denote each particle as a list of n patches so as to generate
one perturbation on the binary map. To satisfy the imper-
ceptible requirement for binary image perturbation in Eq. 4,
the search space for parameters h,w and n are constrained
by ϵ. Given that the width of lane divider and road divider
are 2 to 6 meters in the dataset we use, we also reduce the
search space for h and w to 1 to 6 meters as a more realistic
setting. In other words, the maximum size of each patch is
6 × 6. All the parameters are integer values except r. As
the dimension of such particles is low, PSO is also effective
in generating binary perturbation for image-based maps.

5. Experiments

5.1. Experiment Setting

Dataset. We evaluate proposed method with the valida-
tion set of nuScenes dataset [1], which includes 146 sce-
narios, 3076 time frames and 9040 agents. We select the
length of history trajectory and future trajectory following
nuScenes Prediction Challange requirement as Nh = 4 and
Nf = 12 sampled at 2 hertz. We also build a small sub-
set for sensitivity analysis, which contains 10 scenarios we
randomly select from the nuScenes validation dataset.

Victim Models. We select four state-of-art trajectory
prediction models with context maps from nuScenes Predic-
tion Challange Leaderboard, including Trajectron++ [24],
Agentformer [28], PGP [6] and LaPred [16]. As men-
tioned in Section 3.1 Trajectron++ and Agentformer are
image-based map encoding models while PGP and LaPred
are node-based map encoding models. All four stochas-
tic trajectory prediction models are trained using fine-tuned
hyper-parameters and evaluated with k = 10.

Implementation Details. We summarize the parameters
of our attackers on different map encoding models we use
in Table 2. Note that we scale the pixel value of image-
based maps to [0,1] for all four models. The size of image-
based map is 100 × 100. Considering the imperceptible
requirement for image-based map perturbation, we select
ϵ = 0.03 as the hard constraint of continuous perturba-
tion while ϵ = 50 as the hard constraint of binary pertur-
bation. At the same time, since we attack node-based map
by adding perturbation to its x-y coordinates, we set ϵ = 1.0
as the constraint for the deviation of coordinates. For PSO
attack on image-based map, we denote n = 2 and set iner-
tia weight to 1.0, acceleration coefficients to (2.0, 2.0). For
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ADE FDE
Models Original Wbc Atk Wbb Atk Bb Atk Original Wbc Atk Wbb Atk Bb Atk

Trajectron++ 2.37 4.43 3.45 2.71 5.36 11.11 8.51 6.67
Agentformer 1.45 2.59 2.31 1.70 2.86 6.10 5.26 3.73

PGP 0.94 1.61 N/A 1.26 1.55 3.58 N/A 2.92
LaPred 1.22 1.73 N/A 1.41 2.24 3.91 N/A 2.93

Table 3. Overall attack results on nuScenes validation datasets. Wbc Atk: white box continuous attack, Wbb Atk: white box binary attack,
Bb Atk: black box attack

PSO attack on node-based map, we set inertia weight to 0.2,
acceleration coefficients to (0.5, 0.5).

5.2. Attack Results

Continuous White Box Attacks. We implement white
box attacks on all four models with the whole validation
set of nuScenes dataset following the continuous perturba-
tion definitions and settings. Table 3 reports the prediction
results before and after attacks. Generally, continuous ad-
versarial perturbation generated by the white box attacks
is very effective on all models. The average ADE/FDE
increases by 83%/109% for image-based models and in-
creases by 55%/98% for node-based models .

Binary White Box Attacks. We conduct a white box
attack with binary perturbation against both Trajectron++
and Agentformer and report the attack results on the whole
validation set of nuScenes dataset in Table 3. The average
ADE/FDE increases by 50%/67%. Although the perfor-
mance of binary perturbation is not as good as continuous
perturbation, it is still very powerful considering that we
only modify very few numbers of pixels within the map.

Black Box Attacks. We also execute black box attacks
on the four models and prediction results are presented in
Table 3. The overall results show that black box attacks
have a weaker performance than white box attacks. For
image-based map models, the black box attack based on
PSO only increases the average ADE/FDE by 16%/27%.
Even with reduced particle dimensions via parameterizing
perturbation patches, the search space for particles is still
too large even if we only run 30 iterations with 50 parti-
cles. For node-based map models, the average ADE/FDE
increases by 24%/54%, which is better than PSO attacks
against image-based map encoding models. Considering
the dimension of node coordinates is still high, the attack re-
sults show that black box attacks on node-based map mod-
els are still effective.

5.3. Sensitivity Analysis.

In this subsection, we present sensitivity analysis of the
factors that affect attack impacts under white box continu-
ous perturbation attacks. All analysis experiments use the
same settings as in Section 5.1. We use the 10 scenar-

Models ϵ ADE (Org/Atk) FDE (Org/Atk)

Trajectron++ 0.03 1.31 / 2.05 2.64 / 5.02
Agentformer 0.03 2.21 / 3.72 5.13 / 9.31

PGP 1.0 0.8 / 1.35 1.23 / 3.05
LaPred 1.0 1.1 / 1.71 2.04 / 3.93

Table 4. Baseline for Sensitivity Analysis

ios subset created from the nuScenes validation dataset for
analysis and summarize the baseline results in Table 4.

5.3.1 Perturbation Constraints.

The perturbation we generate must satisfy the imperceptible
requirement (in Section 4.2) while allowing an attacker to
adjust the constraint parameter for different attack impacts.
Thus, we investigate adversarial attacks with different con-
straints for both image-based and node-based map models.

White Box Attacks. We generate both continuous and
binary perturbation with different ϵ values for white box at-
tacks (i.e., 25%, 50% or 100% original ϵ). As shown in
plot (a)-(d) and (e)-(f) in Figure 1, the overall impact of
white box attacks reduces as ϵ decreases. But the attacks are
still effective in increasing the prediction errors even with
smaller perturbation.

Black Box Attacks. For image-based map, we use dif-
ferent numbers of patches added to each map (i.e., 1, 2 or
3 patches) to explore the impact of different perturbation
constraints on black box attacks. The results are reported in
plots (g) and (h) in Figure 1. In general, the prediction error
slightly increases with more patches. For node-based map,
we explore black box attacks using the same set of ϵ values
in White Box Attacks. As shown in plot (i), the black box
attack still has impacts on the performance of PGP even
with ϵ = 0.25 (25% of the original ϵ). However, it needs
larger ϵ to maintain its effectiveness on LaPred in plot (j).

5.3.2 Impact of Map Encoding.

Here, we explore the impact of different map encoding
schemes on the effectiveness of map-based attacks.
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Figure 1. Attack results w.r.t different perturbation constraints. (a)-(d): white box attack (continuous perturbation); (e)-(f): white box attack
(binary perturbation); (g)-(j): black box attack.

Models ϵ ADE (Org/Atk) FDE (Org/Atk)

LaPred(w/ 1D-CNN) 1.0 1.10 / 1.71 2.04 / 3.93
LaPred(w/o 1D-CNN) 1.0 1.20 / 2.49 2.26 / 5.94

Table 5. Attack results on LaPred w/ or w/o 1D-CNN in map en-
coder.

Image-based Map. The two trajectory prediction mod-
els we select for image-based map encoding method: Tra-
jectron++ and Agentformer use very similar map represen-
tation and map encoder. Compared their prediction results
before and after adversarial attacks in Table 3, the proposed
attacks have similar effects on both models. In particular,
the average ADE/FDE of all the experiments we conduct on
Trajectron++ increases by 49% and 73%, while the average
ADE/FDE of Agentformer increases by 51% and 76%.

Node-based Map. As mentioned in Section 3.1, LaPred
and PGP use different encoders to encode node-based
maps to incorporate semantic information for the prediction
model. Such difference in the encoding results in different
attack impacts. From Table 3, we observe that the average
ADE/FDE of PGP increases by 53% and 110% while that
of LaPred only increases by 29% and 53%. We suspect our
attacks have weaker effects on LaPred than on PGP because
LaPred employs a 1D-CNN layer at the very beginning of
its map encoder, which may decrease the impact of the ad-

versarial perturbation added to the map nodes. Hence, we
remove the 1D-CNN layer from its map encoder and re-
train the modified prediction model with the same parame-
ters and on the same training dataset of nuScenes as in the
original LaPred. We report the prediction results before and
after the white box attack we proposed in Table 5. Com-
pared with the baseline of the original LaPred (ADE/FDE
increases by 55% and 92%), the ADE/FDE increases by
108% and 163% after the white box attack on the modi-
fied LaPred. This demonstrates that the 1D-CNN layer at
the beginning of the map encoder in LaPred does improve
the robustness of LaPred against the proposed map-based
adversarial attacks.

5.4. Qualitative Analysis.

In this section, we provide two visualizations of the
white box attacks on both the image-based and node-based
map to show the attack impacts.

Image-based Map: In Figure 2, we visualize the attack
impact on a scenario for Trajectron++. In Figure 2(a), the
vehicle turns left in the future trajectory (green points) and
the model makes a correct turning prediction (red points)
using the original image-based map. However, the model
makes a totally wrong turning direction prediction after the
attack as shown in Figure 2(b). This scenario highlights the
potential danger of fooling the victim model in making a
serious prediction error.
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Figure 2. Visualization white box attacks on Trajectron++. (a):
original trajectory prediction; (b): attacked trajectory prediction.
Green points are ground-truth future trajectory while red points
are predict future trajectory. Gray points are the history trajectory

Figure 3. Visualization white box attacks on PGP. (a): original
trajectory prediction; (b): attacked trajectory prediction. Green
points are ground-truth future trajectory while red points are pre-
dict future trajectory.

Models ϵ ADE (Org/Atk/Dfn) FDE (Org/Atk/Dfn)

Trajectron++ 0.03 1.31 / 2.05 / 1.32 2.64 / 5.02 /2.75
Agentformer 0.03 2.21 / 3.72 / 2.23 5.13 / 9.31 / 5.27

PGP 1.0 0.8 / 1.35 / 1.12 1.23 / 3.05 / 2.36
LaPred 1.0 1.1 / 1.71 / 1.01 2.04 / 3.93 / 3.28

Table 6. Defense results against map-based adversarial attack.

Node-based Map. From visualizations of our experi-
mental results on node-based map models, we observe that
the proposed map-based attacks can result in fake lane shifts
and wrong turns at the intersections, etc. In Figure 3 we
show one scenario on PGP where adversarial perturbation
change the map features and cause a large deviation of the
predicted trajectory. In Figure 3(a), the model correctly pre-
dicts the vehicle driving along its lane in the future. But af-
ter adding perturbation to the map, the vehicle is predicted
to make a lane shift as shown in Figure 3(b).

6. Defense

In this section, we propose defense mechanisms against
map-based adversarial attacks on trajectory prediction mod-
els during inferences. We use the same settings and data
subset as in Section 5.3 for analysis and summarize the de-
fense mechanisms in Table 6.

Image-based Map. For trajectory prediction models us-
ing image-based map representation, we add a perturbation
filter based on morphological transformations [7] before the
map encoder to defend against the proposed attacks. We
apply a perturbation filter which combines open and close
transformations, both of which have the same kernel size
of 3 × 3. Considering most of image-based map features
are larger than 3 × 3, such perturbation filter has very mi-
nor impact on the original map representations but can ef-
fectively remove the adversarial perturbation generated by
both white box and black box attacks on Trajectron++ and
Agentformer. As shown in Table 6, this method helps to re-
duce the overall increase of average ADE/FDE under attack
to less than 5%.

Node-based Map. Inspired by the 1D-CNN layer used
in the map encoder of LaPred in Section 5.3.2, we reduce
the impact of adversarial perturbation by smoothing the
node-based map representations. We apply a convolution-
based smoother to smooth the node-based map along each
lane’s direction. After smoothing the map, the overall im-
pact of both white box and black box attacks on PGP and
LaPred is reduced by 25% compared with attack results w/o
smoothing as shown in Table 6. As the original map lanes
are smooth, the smoothing operation does not affect the pre-
diction results without attacks.

7. Conclusion

In this paper, we present the first effort of exploring the
robustness of trajectory prediction models under map-based
attacks. We categorize recent trajectory prediction mod-
els into (i) image-based and (ii) node-based map encoding
models, and design attacks against both model categories.
From our extensive evaluations, we show that both image-
based and node-based map encoding models are very vul-
nerable to our proposed map-based attacks.We also provide
visualizations to show the attack impacts. Further, we con-
duct sensitivity analysis of different factors that affect the
attack impacts. Finally, we suggest two effective defense
mechanisms against such map-based attacks.
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