1. Training and Testing Algorithms

In this section, we present the pseudo code for training 1 and inference 2. We use the notation as described in our main paper under problem description. \( f_{\text{node2edge}} \) is an additional neural network (multi-layer perceptron) that is used to transfer information from \( f_{\text{node}} \) to \( f_{\text{edge}} \), i.e. the hidden state of \( f_{\text{edge}} \) is initialized from the hidden state of \( f_{\text{node}} \) using this transformation.

2. Selecting value of \( \text{max} \_ \text{prev} \_ \text{node} \)

Our method GEMS (and the baseline adapted from GraphRNN) requires the EdgeRNN to predict edges between the newly generated node \( v_i \) and the previous nodes in the graph sequence. The number \( k \), referred to as \( \text{max} \_ \text{prev} \_ \text{node} \), controls how many of the previously chosen nodes to take into account for predictions, and is a hyperparameter of the underlying method. If the value of \( k \) is set to a very large number, the model generates edges much larger in number than that is expected in training distribution (see count predicted and count reference rows in Table 1 in the main paper). If \( k \) is calculated to using the method described by GraphRNN [10], we obtain \( k = 37 \) for the Visual Genome dataset. This leads to generated graphs containing large number of edges (29.53) compared to reference number of edges in training set (11.09), and most of the edges are either degenerate or describe irrelevant relationships between the subject and object. To address this problem we compute the value of \( k \) as the maximum degree (out-degree + in-degree) of a node in a graph such that 99% of nodes in all graphs in the training set have degree less than or equal to \( k \). By setting \( \text{max} \_ \text{prev} \_ \text{node} \) to \( k \) chosen in this manner, we lose only a few distant relationships between nodes in a graph. However, the use of BFS on maximal connected subgraphs in our Cluster-Aware BFS algo-

```
Algorithm 1 GEMS Training Algorithm

Input: Dataset of Graphs \( G = \{G_1, G_2, \ldots, G_n\} \)
Output: Learned functions \( f_{\text{node}}, f_{\text{edge}}, f_{\text{node2edge}} \)

Initialize \( f_{\text{node}}, f_{\text{edge}}, f_{\text{node2edge}} \)

for epoch in epochs do
  for \( G \in G \) do
    \( S \leftarrow S^*(G) \)
    \( S_0, h^0_{\text{node}} \leftarrow \text{SOS, } h_{\text{visit}} \)
    for for \( i \in 1 \ldots n_G + 1 \) do
      \( p_{i,0}, h_{\text{node}} \leftarrow f_{\text{node}}(S_{i-1}, h^{-1}_{\text{node}}) \)
      \( q_i \leftarrow \min_q KL(q, p_{i}) - E_{w,q}(f(v, v_i)) \)
      \( \text{start} \leftarrow \max(1, i - k) \) // \( k \) is max_prev_node
      \( h_{\text{edge}}^{(\text{start}-1)} \leftarrow f_{\text{node2edge}}(h_{\text{node}}^{(\text{start})}) \) Initialize hidden state of \( f_{\text{edge}} \)
      \( L^i_{\text{edge}} \leftarrow 0 \)
      for \( j \in \text{start} \ldots i - 1 \) do
        \( p_{i,j}, h_{\text{edge}}^{\text{temp}} \leftarrow f_{\text{edge}}(v_j, v_i, h^{j-1}_{\text{edge}}) \)
        \( p_{i,j}, h_{\text{edge}}^{\text{temp}} \leftarrow f_{\text{edge}}(v_j, v_i, h^{j-1}_{\text{edge}}) \)
        \( L^i_{\text{edge}} \leftarrow L^i_{\text{edge}} + E_{\text{edge}}(p_{i,j}, p_{i,j}) \)
      end for
      \( L^i_{\text{node}} \leftarrow l_{\text{node}}(p_{k,i}, p_{i}) \)
    end for
    \( L(G) \leftarrow L^G_{\text{node}} + \sum_{i=1}^{n_G} L^i_{\text{edge}} \)
  end for

Back-propagate loss and update weights of \( f_{\text{node}}, f_{\text{edge}}, f_{\text{node2edge}} \)

end for
```

*The first four authors contributed equally to this work and was done while authors were at Adobe Research.
cumulative degree distribution in Figure 1, we observe that
\( k = 6 \) for Visual Genome \( k = 7 \) for VRD.

3. GraphRNN [10] for Scene Graph Expansion
(Baseline)

We use GraphRNN [10] as the baseline to compare against our method, GEMS, for the task of scene graph expansion. GraphRNN is an auto-regressive model that converts a graph to a sequence, and then successively predicts nodes and edges according to the sequence. The sequencing method used in their work is BFS starting from a randomly chosen node in the graph. This sequencing method was possible because the graphs which they work on are connected graphs, for which there is a valid BFS traversal. However, scene graphs used in our task (both from Visual Genome [5] and VRD [7]) tend to have disconnected components. Additionally, the scene graphs that we work with, contain bi-directional edges between nodes (the datasets that GraphRNN was evaluated on contain only undirected or unidirectional edges). To use their sequencing method we convert the disconnected scene graphs to connected scene graphs. More specifically, we add a dummy node labelled image to each of the graphs, and connect this image node with all other nodes (\( v_i \)) in the graphs using bidirectional dummy edges in image (from \( v_i \) to image) and contains (from image to \( v_i \)) and then perform BFS starting from any node in the graph. At inference time we generate the graph using these dummy nodes and edges, and then remove the dummy nodes and edges for evaluation. We modify the original GraphRNN code to predict bidirectional edges sequentially, i.e., for a newly generated node \( v_i \) and a previously generated node \( v_j \) in the graph, the EdgeRNN of GraphRNN first predicts the edge from \( v_i \) to \( v_j \) and then the edge from \( v_j \) to \( v_i \).

4. SceneGraphGen for Scene Graph Expansion
(Baseline)

We compare our method GEMS to SceneGraphGen [2], which was primarily designed for unconditional generation of scene graphs, for the task of scene graph expansion. Since SceneGraphGen also predicts nodes and the corresponding edges from previously generated nodes in an auto-regressive manner, they require an ordering method for converting graph to a sequence. The authors suggest a random ordering to flatten the graph into a sequence, and show that this performs best compared to other ordering methods – we therefore use the same ordering strategy while evaluating SceneGraphGen. For both Visual Genome and VRD we use \( num\_node\_categories = 153, num\_edge\_categories = 55 \) and \( num\_node\_categories = 102, num\_edge\_categories = 73 \) respectively, based on the dataset statistics. The other parameters for the models were retained as provided in the official github repository of SceneGraphGen https://sceneographgen.github.io/. (Code is currently not available).

---

**Algorithm 2** GEMS Inference Algorithm

*Input:* Seed graph \( G_s \); \( f_{node}, f_{edge}, f_{node2edge} \)

*Output:* Expanded graph \( \hat{G}_s \)

\[
S \leftarrow S^n(G_s); \hat{S}_0, \hat{h}_{node}^0 \leftarrow \text{SOS}, h_{init}^0
\]

for \( i \in 1 \ldots n_G \), do

\[
p_{\hat{v}_i}, \hat{h}_{node}^i \leftarrow f_{node}(\hat{S}_{i-1}, h_{node}^{i-1})
\]

\[
\hat{S}_i \leftarrow \hat{S}_i
\]

end for

repeat

\[
i \leftarrow i + 1
\]

\[
p_{\hat{v}_i}, \hat{h}_{node}^i \leftarrow f_{node}(\hat{S}_{i-1}, h_{node}^{i-1})
\]

\[
\hat{v}_i \sim p_{\hat{v}_i}
\]

\[
\text{start} \leftarrow \max(1, i - k) \quad \text{// k is max_prev_node}
\]

\[
\hat{h}_{edge}^{(\text{start}-1)} \leftarrow f_{node2edge}(h_{node}^i)
\]

for \( j \in \text{start} \ldots \text{start} + k - 1 \) do

\[
p_{\hat{e}_{ij}}, \hat{h}_{edge}^{\text{temp}} \leftarrow f_{edge}((\hat{v}_i, \hat{v}_j, h_{edge}^{j-1})
\]

\[
p_{\hat{e}_{ij}}, \hat{h}_{edge}^{\text{temp}} \leftarrow f_{edge}((\hat{v}_j, \hat{v}_i, h_{edge}^{i-1})
\]

\[
\hat{e}_{ij} \sim p_{\hat{e}_{ij}}, \hat{e}_{ji} \sim p_{\hat{e}_{ji}}
\]

\[
\hat{E}_{i,j} \leftarrow (\hat{e}_{ij}, \hat{e}_{ji})
\]

end for

if \( \hat{v}_i \text{ is not EOS} \) then

\[
\hat{S}_i \leftarrow (\hat{v}_i, \hat{E}_i)
\]

end if

until \( \hat{v}_i \text{ is EOS} \)

Convert \( \hat{S} \) into graph \( \hat{G}_s \)

---

![Figure 1. Cumulative degree distribution for the two datasets, Visual-Genome and VRD.](image-url)
Table 1. Comparison of 2 variants of our method, GEMS with glove embeddings and common-sense knowledge graph (cskg) [11] in input and external knowledge loss with the baselines of GraphRNN [10] and GraphRNN* on Visual Genome dataset. For all MMD based metrics, lower is better (↓). For the rest of the metrics, larger is better (↑). GraphRNN* refers to GraphRNN with max_prev_node = 6 (Visual Genome).

Table 2. Comparison of our method (GEMS) with the baselines of GraphRNN [10], GraphRNN* and SceneGraphGen [2] on Visual Genome [5] and VRD [7] datasets on additional metrics, Top-K Triplet Co-occurrence \((\text{Trip}_K)\) and Zero-shot Edge Precision (ZSEP) . For both the metrics, upper is better (↑). GraphRNN* refers to GraphRNN with max_prev_node = 6 and 7 for Visual Genome and VRD respectively in Table 2. Note: red represents best and blue represents second best scores.

5. Common Sense Knowledge Graph Embeddings

We wanted to design a method that is agnostic to the type of embeddings (both at the input level as well as in the loss function as external knowledge) used to represent nodes and relationships. Hence, we experiment with the use of embeddings derived from the Common-Sense Knowledge Graph (CSKG, proposed in [11]), whose vocabulary is the same as that of objects and relations in Visual Genome dataset. To obtain the knowledge graph embeddings, we train ComplEx model [9] using the OpenIE framework [3] on the CSKG. Our hypothesis was that the nature of the information carried in the knowledge graph and word embeddings would be very different (co-occurrence in graph context, versus in unstructured text). However, we did not observe significant differences in the end results obtained using CSKG embeddings compared to GloVe embeddings [8]. Table 1 shows comparison in terms of metric values computed on graphs generated by GEMS (using glove and common-sense knowledge graph embeddings) with GraphRNN and GraphRNN*.

6. Additional Proposed Metrics

In this section we describe the novel metrics that we have proposed for the evaluation of expanded scene graphs. We also provide the metric values computed on baselines GraphRNN, GraphRNN* and SceneGraphGen, and our model (GEMS) for Visual Genome [5] and VRD [7] datasets.

6.1. Top-K Triplet Co-occurrence

\((\text{Trip}_K)\) The co-occurrence of a triple (Subject, Predicate, Object) in a set of graphs is calculated as the conditional probability of the predicate connecting the subject, object pair given that the pair is present. We compare the co-occurrence of the K-most commonly observed triples in the test set with the co-occurrence of the corresponding triples
in the generated set of graphs as follows:

\[
(Trip)_K = 1 - \frac{1}{K} \sum_{v_i, e_j, v_k \in \text{top}_k(P_{test})} |P_{test}[i, j, k] - P_{gen}[i, j, k]| \quad (1)
\]

Here, \(P_{test}(P_{gen})\) is a matrix such that entry \((i, j, k)\) is the co-occurrence of the triple \((v_i, e_j, v_k)\) in the test set (generated set respectively). In combination with the other metrics, \((Trip)_K\) rewards a model that generates graphs containing coherent relations between two objects with similar probabilistic distribution as observed in training set. Note that a trigram MMD metric that compares the triplet distributions in the real and generated sets would achieve the same purpose. However, given the computational complexity of computing such an MMD-based metric, we propose the metric as defined above.

### 6.2. Zero-Shot Edge Precision

\(ZSEP\) This is a metric inspired from zero shot learning \([1, 6]\) to compute the relevance of the novel edges being generated by the model. \([7]\) proposed a metric along these lines for zero shot visual relationship detection, which was based on recall. Our proposed metric computes the fraction of novel edges generated by the model which are present in the test data. The presence of a relationship in the test data implies that it is realistic, hence this fraction is a surrogate measure of how well the model learns about unseen relationships by leveraging similar relationships which it has already seen in the training distribution.

\[
ZSEP = \frac{\sum_{e \in (G_E \setminus D_E) \cap T_E} 1}{\sum_{e \in (G_E \setminus D_E)} 1} \quad (2)
\]

Here, \(G_E, D_E\) and \(T_E\) refer to the set of directed edges present in the generated graph \(G\), the training set and the test set respectively.

### 7. Additional Qualitative Results

In figures 2, 3 and 4, 5 we show additional results of graphs expanded by our model (GEMS) on Visual Genome seed graphs and compare them with baselines GraphRNN* (GraphRNN with \(\text{max}_\text{prev\_node} = 6\)) and SceneGraphGen \([2]\) respectively.

In figure 6, 7 we show additional results of graphs expanded by our model (GEMS) on Visual Genome seed graphs and the corresponding 64x64 images generated by sg2im \([4]\) (with the pretrained model for Visual Genome dataset) using these expanded scene graphs against baselines of GraphRNN* (GraphRNN with \(\text{max}_\text{prev\_node} = 6\)) and SceneGraphGen \([2]\).
Figure 2. Additional comparison of expanded graphs generated by our model (GEMS) v/s baseline GraphRNN* (GraphRNN with $max_{prev\_node} = 6$) on Visual Genome seed graphs.
Figure 3. Additional comparison of expanded graphs generated by our model (GEMS) vs baseline GraphRNN* (GraphRNN with $\text{max prev node} = 6$) on Visual Genome seed graphs.
Figure 4. Additional comparison of expanded graphs generated by our model (GEMS) v/s baseline SceneGraphGen on Visual Genome seed graphs.
Figure 5. Additional comparison of expanded graphs generated by our model (GEMS) v/s baseline SceneGraphGen on Visual Genome seed graphs.
Figure 6. Additional comparison of images generated by sg2im [4] using expanded scene graphs from seed graphs using our method (GEMS) baselines GraphRNN* and ScenegraphGen.
Figure 7. Additional comparison of images generated by sg2im [4] using expanded scene graphs from seed graphs using our method (GEMS) baselines GraphRNN* and ScenegraphGen.
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