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A. Steps to obtain the variational approxima-
tion loss

Our proposed optimization problem for variational ap-
proximation is

min
θ

[KL(p(Yk, Zk)∥qθ(Yk, Zk))

−KL(p(Yk)p(Zk)∥qθ(Yk, Zk))] .
(1)

Following Theorem 3.2 in [1], defining qθ(Yk, Zk) =
qθ(Yk|Zk)p(Zk), we can rewrite the above term as

min
θ

{
Ep(Yk,Zk)

[
log

(
p(Yk|Zk)p(Zk)

qθ(Yk|Zk)p(Zk)

)]
− Ep(Yk)p(Zk)

[
log

(
p(Yk)p(Zk)

qθ(Yk|Zk)p(Zk)

)]}
.

(2)

Removing the terms that do not depend on the parameter θ,
the optimization problem reduces to

max
θ

[
Ep(Yk,Zk) [log qθ(Yk|Zk)]

−Ep(Yk)p(Zk) [log qθ(Yk|Zk)]
]
.

(3)

Similar to [1], we can use samples to obtain the following
unbiased estimate of the objective function to be maximized
as

Lθk =
1

N

N∑
n=1

log qθ(y
(n)
k |z(n)k )

− 1

N2

N∑
n=1

N∑
m=1

log qθ(y
(m)
k |z(n)k ).

(4)

Lθk =
1

N

N∑
n=1

[
log qθ(y

(n)
k |z(n)k )

− 1

N

N∑
m=1

log qθ(y
(m)
k |z(n)k )

]
.

(5)
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