Insufficiency of LST for photorealistic style transfer

The prior work of LST [7] and DSTN [5] claim their autoencoder-based models can be used for photorealistic style transfer. However, they did not provide strong quantitative analysis to support the claim. Here we show that they are insufficient for photorealistic style transfer with the quantitative and qualitative evidence showing they preserve content poorly.

First, we notice from Fig. 1 that LST results in almost as bad content preservation as PhotoWCT with ZCA as the feature transformation and DSTN has an even worse content loss. Qualitatively, as exemplified in Fig. 2, compared to the results from WCT$^2$ [8], PhotoWCT [9], PhotoWCT$^2$ [2], and PCA-d [3] with our LS-FT as the feature transformation, the results from LST are prone to blurred boundaries (low sharpness) and dullness (low contrast) and the results from DSTN have many severe artifacts.

Supplementary Materials

This document supplements the main paper with the following:

1. Experiments showing insufficiency of LST and DSTN for photorealistic style transfer (supplements Section 2 of the main paper).

2. Insufficiency of linear interpolation for content-style control (supplements Section 3 of the main paper).

3. Experiments which show that removing centralization and decentralization from AdaIN and ZCA leads to worse image quality (supplements Section 3.2 of the main paper).

4. Explanation for how centralization and decentralization support mean vector matching (supplements Section 3.2 of the main paper).

5. Derivation of Equation 7 in the main paper.

6. Proof of at least one positive solution to Equation 7 in the main paper.

7. Computation of the values of \( \eta \) searched by LS-FT (supplements Section 3.3 of the main paper).

8. Qualitative results demonstrating the effect of the content-style control knob \( \alpha \) (supplements Section 3.3 of the main paper).

9. Convergence comparison between Modified IterFT and LS-FT on WCT$^2$, PhotoWCT, and PCA-d (supplements Section 4.1 of the main paper).

10. Qualitative results showing that our approaches fix the unreasonable results from IterFT (supplements Section 4.2 of the main paper).

11. Speed of transformations on PCA-d (supplements Section 4.3 of the main paper).
Figure 1: LST and DSTN do not preserve content and photorealism well compared to most transformation-model pairs.

Figure 2: Qualitative comparison of LST [7] and DSTN [5] to WCT^2 [12], PhotoWCT [9], PhotoWCT^2 [2], and PCA-d [3] with our LS-FT as the feature transformation. The results show that LST and DSTN produce poor photorealism.
Insufficiency of linear interpolation for content-style control

In [8], where ZCA is proposed for style transfer, the authors also propose to use linear interpolation between the style feature $F_s$ and the transformed feature $F_t$ to realize content-style controllability. That is, the feature to be decoded is $\beta F_t + (1-\beta) F_s$, where $\beta$ is the parameter that controls style strength. Mathematically, such a linear interpolation is insufficient since the content-style relation is a non-linear function as described by Eq. (1) in our main paper. Qualitatively, Fig. 3 shows that when trying to reduce artifacts that come from strong stylization strength for PhotoWCT by reducing $\beta$, both style effects and artifacts disappear together. Alternatively, when trying to strengthen stylization strength for WCT$^2$ by increasing $\beta$, we can observe distorted style effects (Fig. 3). In contrast, our LS-FT can maintain the style effects well while controlling the balance between content and style.

Removing centralization and decentralization from AdaIN and ZCA leads to worse image quality

In Section 3.2 of the main paper, we add centralization and decentralization to stabilize the performance of IterFT [11]. Here we conduct an ablation study of removing centralization and decentralization from AdaIN [6] and ZCA [8] and test the resulting performance for the PhotoWCT$^2$ model [2]. The results are shown in Fig. 4. These reveal that the ablated AdaIN and the ablated ZCA may suffer from incomplete stylization, where parts of a content image receive limited to no stylization. Consequently, bad results may occur. This offers promising evidence that centralization and decentralization play an important role in synthesizing reasonable images.

Explanation for how centralization and decentralization support mean vector matching

While prior works [4, 10] focus on explaining the reason of matching second-order statistics between style and stylized features for style transfer, we conjecture that matching first-order mean vectors is also important, and this is supported by centralization and decentralization. We illustrate this here for the ZCA algorithm and the same argument applies to OST and AdaIN.

Let $F_{c/s}$ be the content/style feature and $\mu_{c/s}$ and $C_{c/s} = F_{c/s} F_{c/s}^T$ be their mean vectors and covariance matrices. The ZCA transformed feature $F_t$ is given by $C_{c/s}^{1/2} \bar{F}_{c/s} + \mu_s$. It can be shown that the mean and the covariance of $F_t$ are exactly those of $F_s$. However, without centralization and decentralization and replacing $C_{c/s}$ by the gram matrix $G_{c/s} = F_{c/s} F_{c/s}^T$, the transformed feature becomes $F_g = G_{c/s}^{1/2} \bar{F}_{c/s} + \mu_s$. Now only the gram matrices of $F_g$ and $F_s$ match, while their mean vectors differ. This may explain the results in Fig. 4 here in the Supplementary Materials. An interesting area for future work is to establish why mean matching is important.
Figure 4: Ablation study of removing centralization and decentralization from AdalN [6] and ZCA [8]. The results show that centralization and decentralization play an important role in synthesizing reasonable images. The study is done with the PhotoWCT² model [2].
Derivation of Equation 7 in the main paper

We show the following optimization problem:

$$\min_\eta l(\hat{F}_t - \eta \frac{dl}{d\hat{F}_t}),$$

where:

$$l(\hat{F}_t) = \left( \frac{1}{n_c} \hat{F}_t \hat{F}_t^T - \frac{1}{n_s} \hat{F}_s \hat{F}_s^T \right)^2$$

and:

$$\frac{dl}{d\hat{F}_t} = 2(\hat{F}_t - \hat{F}_c) + \frac{4\lambda}{n_c} (\frac{1}{n_c} \hat{F}_t \hat{F}_t^T - \frac{1}{n_s} \hat{F}_s \hat{F}_s^T) \hat{F}_t,$$

is equivalent to the following cubic equation:

$$a\eta^3 + b\eta^2 + c\eta + d = 0,$$

with the coefficients being:

$$a = \frac{2\lambda}{n_c^2} \text{tr}[D_2 D_2], \quad b = -\frac{6\lambda}{n_c} \text{tr}[D_F D_2], \quad d = -\frac{1}{2} \text{tr}[D_2],$$

$$c = \text{tr}[D_2] + \frac{2\lambda}{n_c} \text{tr}[D_2 S] + \frac{2\lambda}{n_c^2} \left( \text{tr}[D_F D_F] + \text{tr}[D_F D_F^T] \right),$$

where $D_2 \equiv DD^T$, $D_F \equiv D\hat{F}_t^T$, $D \equiv \frac{dl}{d\hat{F}_t}$ and $S \equiv \frac{1}{n_c} \hat{F}_t \hat{F}_t^T - \frac{1}{n_s} \hat{F}_s \hat{F}_s^T$.

Proof. First, we plug $\hat{F}_t - \eta \frac{dl}{d\hat{F}_t} = \hat{F}_t - \eta D$ into the loss function in Eq. 1 and we get:

$$l(\hat{F}_t - \eta D) = \left( \frac{1}{n_c} \hat{F}_t \hat{F}_t^T - \frac{1}{n_s} \hat{F}_s \hat{F}_s^T \right)^2$$

and:

$$\frac{dl}{d\hat{F}_t} = 2(\hat{F}_t - \hat{F}_c) + \frac{4\lambda}{n_c} (\frac{1}{n_c} \hat{F}_t \hat{F}_t^T - \frac{1}{n_s} \hat{F}_s \hat{F}_s^T) \hat{F}_t,$$

is equivalent to the following cubic equation:

$$a\eta^3 + b\eta^2 + c\eta + d = 0,$$

with the coefficients being:

$$a = \frac{2\lambda}{n_c^2} \text{tr}[D_2 D_2], \quad b = -\frac{6\lambda}{n_c} \text{tr}[D_F D_2], \quad d = -\frac{1}{2} \text{tr}[D_2],$$

$$c = \text{tr}[D_2] + \frac{2\lambda}{n_c} \text{tr}[D_2 S] + \frac{2\lambda}{n_c^2} \left( \text{tr}[D_F D_F] + \text{tr}[D_F D_F^T] \right),$$

where $D_2 \equiv DD^T$, $D_F \equiv D\hat{F}_t^T$, $D \equiv \frac{dl}{d\hat{F}_t}$ and $S \equiv \frac{1}{n_c} \hat{F}_t \hat{F}_t^T - \frac{1}{n_s} \hat{F}_s \hat{F}_s^T$.

Given a matrix $M$ the derivative $\frac{d(\text{tr}[MM^T])}{dp}$ with respect to a parameter $p$ is equal to $2\text{tr}[dM^T M]$:

$$\frac{d(\text{tr}[MM^T])}{dp} = \text{tr}[dM^T M] + \text{tr}[M dM^T]$$

$$\text{(a)} \quad \text{tr}[dM^T M] + \text{tr}[(M dM^T)^T]$$

$$\text{(b)} = 2\text{tr}[dM^T M],$$

where in (*a) we use the identity that the trace of a matrix is equal to the trace of its transpose. With the identity in Eq. 9 we have:

$$\frac{d(l(\hat{F}_t - \eta D))}{d\eta} = 2\text{tr}[dA^{\eta T} A^{\eta T}] + 2\lambda \cdot \text{tr}[dB^{\eta T} B^{\eta T}] = 0,$$

where the 2’s are crossed out and the equality to zero still holds. In detail, we have:

$$\text{tr}[dA^{\eta T} A^{\eta T}] = \text{tr}[-D(\hat{F}_t - \hat{F}_c - \eta D)^T]$$

$$\text{tr}[dB^{\eta T} B^{\eta T}] = \text{tr}[-D(\hat{F}_t - \hat{F}_c)^T + \eta D_2]$$

and:

$$\text{tr}[dB^{\eta T} B^{\eta T}] = \text{tr}[-\frac{1}{n_c} \left( (D_F^T + D_F - 2\eta D_2) B^T \right)]$$

$$\text{tr}[dB^{\eta T} B^{\eta T}] = \text{tr}[-\frac{2}{n_c} \left( (D_F^T + D_F - 2\eta D_2) B \right)],$$

where the identity $B = B^T$ is used. Due to the following equality:

$$\text{tr}[(D_F^T B)] \overset{(a)}{=} \text{tr}[B^T D_F] \overset{(b)}{=} \text{tr}[B D_F] \overset{(c)}{=} \text{tr}[D_F B],$$

we use in (a) the identity $\text{tr}[M^T] = \text{tr}[M]$ for any square matrix $M$, in (b) the identity $B = B^T$, and in (c) the identity $\text{tr}[M_1 M_2] = \text{tr}[M_2 M_1]$ for any square matrix that can be decomposed into the product of two matrices $M_1$ and $M_2$. Eq. 12 can be further written as:

$$\text{tr}[dB^{\eta T} B^T] = \text{tr}[-\frac{2}{n_c} \left( (D_F - \eta D_2) B \right)]$$

$$\text{tr}[dB^{\eta T} B^T] = \text{tr}[-\frac{2}{n_c} \left( (D_F - \eta D_2) \left( S - \frac{1}{n_c} (\eta D_F^T + \eta D_F - \eta^2 D_2) \right) \right)].$$

If we substitute Eq. 11 and Eq. 14 into Eq. 10 and group the terms by the order of $\eta$, rearranging them into the format
\(a\eta^3 + b\eta^2 + c\eta + d = 0\), we have the coefficients being:

\[
a = \frac{2\lambda}{n_c} \text{tr}[D_2D_2],
\]

\[
b = -\frac{2\lambda}{n_c} \text{tr}\left[D_2D_F^2 + D_2D_F + D_F^2 D_2\right],
\]

\[
c = \text{tr}[D_2] + \frac{2\lambda}{n_c} \text{tr}[D_2S] + \frac{2\lambda}{n_c} \text{tr}[D_F D_F] + \text{tr}[D_F D_F^T]),
\]

\[
d = -\text{tr}[D]\left(\tilde{F}_t - \tilde{F}_c\right)^T - \frac{2\lambda}{n_c} \text{tr}[D_F^T S].
\]

Since \(\text{tr}[D_2D_F^T]\) is equal to \(\text{tr}[D_F D_2]\) due to the aforementioned trace identity \(\text{tr}[M] = \text{tr}[M^T]\), and \(\text{tr}[D_F D_F]\) is equal to \(\text{tr}[D_2D_F]\) due to the aforementioned trace identity \(\text{tr}[M_1M_2] = \text{tr}[M_2M_1]\), Eq. (16) can be further simplified as:

\[
b = -\frac{6\lambda}{n_c^2} \text{tr}[D_F D_2].
\]

In addition, \(d\) in Eq. (18) can be further simplified as follows:

\[
d = -\text{tr}[D]\left(\tilde{F}_t - \tilde{F}_c\right)^T - \frac{2\lambda}{n_c} \text{tr}[D_F^T S]
\]

\[
= -\text{tr}[D]\left(\left(\tilde{F}_t - \tilde{F}_c\right)^T + \frac{2\lambda}{n_c} \left(S^T \tilde{F}_t\right)^T\right)
\]

\[
(a) = -\text{tr}[D]\left(\left(\tilde{F}_t - \tilde{F}_c\right)^T + \frac{2\lambda}{n_c} \left(S^T \tilde{F}_t\right)^T\right)
\]

\[
(b) = -\frac{1}{2} \text{tr}[DD^T]
\]

\[
= -\frac{1}{2} \text{tr}[D_2],
\]

where in (a) we use \(S^T = S\) and in (b) we introduce the equality in Eq. (5). We conclude the derivation with the Equations (16), (19), (17), and (20).

**Proof of at least one positive solution to Equation 7 in the main paper**

To comply with the constraint \(\eta > 0\) in line search, we have to ensure that there is at least one positive solution to Equation 7 (Eq. 4 in this document). We prove this in the following.

**Proof.** For a cubic equation, there are two possible sets of solutions: either three real roots or one real root with two complex conjugated roots. From the relation between roots and coefficients, the product of three roots of Eq. 4 is equal to

\[-\frac{d}{a} = \frac{\sigma^2 \text{tr}[DD^T]}{\text{tr}[D_2D_2]} = \frac{\sigma^2 \|D\|_F^2}{\text{tr}[D_2D_2]} > 0,\]

where \(\|\cdot\|_F\) denotes the Frobenius norm. If the solutions to Eq. 4 are three real roots, since the product of three real roots is positive, at least one of them must be positive. If the solutions are one real root and two complex conjugated roots, since the product of three roots is positive and the product of two complex conjugated roots is the squared 2-norm of the conjugated roots, which is positive, the remaining real root should be positive. Therefore, there is at least one positive solution to Eq. 4.

**Values of \(\eta\) searched by LS-FT**

To illustrate how the values of line-searched \(\eta\) differ from the constant \(\eta\) equal to 0.01 used in IterFT, we embed LS-FT in PhotoWCT and computed the values of line-searched \(\eta\) at each \(relu_N\) layer using the PST dataset. As shown in Fig. 5 depending on the layer where LS-FT line-searches \(\eta\) and the input images, the value of a line-searched \(\eta\) can be as small as 0.04 and as large as 0.8.

**Effect of the content-style control knob \(\alpha\)**

We introduce a content-style control knob \(\alpha\) in Section 3.3 in the main paper to adjust the value of \(\lambda\) in the unit of \(\|\tilde{F}_t - \tilde{F}_c\|_F^2\) such that we can tune the value of \(\alpha\) to realize content-style controllability. As explained in Section 3.3 in the main paper, we want different values of \(\alpha\) to boost the stylization strength of WCT\(^2\) to boost the content preservation for PhotoWCT and PCA-d, and to balance content preservation and stylization strength for PhotoWCT\(^2\).

Fig. 6(a) shows the performance of WCT\(^2\), PhotoWCT, and PhotoWCT\(^2\) with LS-FT of different \(\alpha\) values, while Fig. 6(c) shows the performance of Modified IterFT on the same models. The other panels in Fig. 6 are the zoomed plots for different models. To boost the stylization strength of WCT\(^2\), we observe in Fig. 6(b,f) that for LS-FT and Modified IterFT the style loss marginally decreases when \(\alpha\) is larger than 0.2 and 0.5, respectively. Therefore, we set \(\alpha\) equal to 0.2 and 0.5 for LS-FT and Modified IterFT, respectively, when they are used in the WCT\(^2\) model. To boost the content preservation ability of PhotoWCT, we observe in Fig. 6(c,g) that for LS-FT and Modified IterFT the content loss marginally decreases when \(\alpha\) is smaller than 0.2 and 0.5, respectively. Therefore, we set \(\alpha\) equal to 0.2 and 0.5 for LS-FT and Modified IterFT, respectively, when they are used in the PhotoWCT model. To balance content preservation ability and stylization strength of PhotoWCT\(^2\), we first recall in the Figure 5(d) in the main paper that the style loss of AdaIN is around 4.37e\(^4\). Thus, to have stronger stylization strength than AdaIN and better content preservation ability than ZCA, we want the style losses of LS-FT and Modified IterFT smaller than 4.37e\(^4\) and the content losses of LS-FT and Modified IterFT as small as possible. We observe in Fig. 6(d,h) that \(\alpha = 1\) for LS-FT and \(\alpha = 2\) for Modified IterFT best fit this criterion, and so we set \(\alpha\) as such values.
Figure 5: Histograms of the values of line-searched $\eta$ at the reluN.. layers. This test is done using PhotoWCT$^2$ \cite{2} and the PST dataset \cite{11}.

Figure 6: Effect of the content-style control knob $\alpha$ on WCT$^2$ \cite{12}, PhotoWCT \cite{9}, and PhotoWCT$^2$ \cite{2}.

Figure 7: Effect of the content-style control knob $\alpha$ on PCA-d \cite{3}.

**Convergence comparison between Modified IterFT and LS-FT on WCT$^2$, PhotoWCT, and PCA-d**

We show in Figure 4 in the main paper the convergence comparison between Modified IterFT and LS-FT on PhotoWCT$^2$ \cite{2}. For completeness, we show in Fig. 8 the convergence comparison between Modified IterFT and LS-FT on WCT$^2$ \cite{12}, PhotoWCT \cite{9}, and PCA-d \cite{3}. The result shows that LS-FT needs only one iteration at each transformation layer of each model to outperform Modified IterFT, which is the same as the result from PhotoWCT$^2$.

Fig. 7 shows the performance of PCA-d with LS-FT and Modified IterFT of different $\alpha$ values. We observe that for both LS-FT and Modified IterFT, when $\alpha$ is equal to 200, the content and style losses of PCA-d are very close to those from the aforementioned settings for WCT$^2$, PhotoWCT, and PhotoWCT$^2$. Therefore, we set $\alpha$ to 200 here.
Figure 8: Convergence comparison between Modified IterFT and LS-FT on WCT$^2$ [12], PhotoWCT [9], and PCA-d [3]. The result shows that LS-FT needs only one iteration to outperform Modified IterFT at each transformation layer of each model, which is the same as the case of PhotoWCT$^2$ [2].

<table>
<thead>
<tr>
<th></th>
<th>Not Tunable</th>
<th>Tunable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ZCA</td>
<td>OST</td>
</tr>
<tr>
<td>HD</td>
<td>0.024</td>
<td>0.032</td>
</tr>
<tr>
<td>FHD</td>
<td>0.042</td>
<td>0.036</td>
</tr>
<tr>
<td>QHD</td>
<td>0.070</td>
<td>0.064</td>
</tr>
<tr>
<td>UHD</td>
<td>0.160</td>
<td>0.108</td>
</tr>
</tbody>
</table>

Table 1: The speeds for stylization of images of PCA-d using different transformations. Unit: Second.

Speed of transformations on PCA-d

We show the speed of different transformations on WCT$^2$, PhotoWCT, and PhotoWCT$^2$ in Table 2 in the main paper. Here we show the speed of transformations on PCA-d in Table 1. We observe a similar result: our LS-FT is faster or comparably fast to ZCA.

Unreasonable results from IterFT are fixed with our Modified IterFT and LS-FT

We exclude IterFT [11] from the experiment in Section 4.2 in the main paper, since it results in dozens of unreasonable results from the PST dataset [11]. Here we show some failures from IterFT in Fig. 9 and how they are corrected with our Modified IterFT and LS-FT.
Figure 9: The failures of IterFT \[1\] can be corrected with our Modified IterFT and LS-FT.
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