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Supplementary Materials
This document supplements the main paper with the fol-

lowing.

1. Experiments showing insufficiency of LST and DSTN
for photorealistic style transfer (supplements Section 2
of the main paper).

2. Insufficiency of linear interpolation for content-style
control (supplements Section 3 of the main paper).

3. Experiments which show that removing centralization
and decentralization from AdaIN and ZCA leads to
worse image quality (supplements Section 3.2 of the
main paper).

4. Explanation for how centralization and decentraliza-
tion support mean vector matching (supplements Sec-
tion 3.2 of the main paper).

5. Derivation of Equation 7 in the main paper.

6. Proof of at least one positive solution to Equation 7 in
the main paper.

7. Computation of the values of η searched by LS-FT
(supplements Section 3.3 of the main paper).

8. Qualitative results demonstrating the effect of the
content-style control knob α (supplements Section 3.3
of the main paper).

9. Convergence comparison between Modified IterFT
and LS-FT on WCT2, PhotoWCT, and PCA-d (sup-
plements Section 4.1 of the main paper).

10. Qualitative results showing that our approaches fix the
unreasonable results from IterFT (supplements Section
4.2 of the main paper).

11. Speed of transformations on PCA-d (supplements Sec-
tion 4.3 of the main paper).

Insufficiency of LST for photorealistic style
transfer

The prior work of LST [7] and DSTN [5] claim their
autoencoder-based models can be used for photorealistic
style transfer. However, they did not provide strong quan-
titative analysis to support the claim. Here we show that
they are insufficient for photorealistic style transfer with the
quantitative and qualitative evidence showing they preserve
content poorly.

First, we notice from Fig. 1 that LST results in almost
as bad content preservation as PhotoWCT with ZCA as the
feature transformation and DSTN has an even worse content
loss. Qualitatively, as exemplified in Fig. 2, compared to the
results from WCT2 [12], PhotoWCT [9], PhotoWCT2 [2],
and PCA-d [3] with our LS-FT as the feature transforma-
tion, the results from LST are prone to blurred boundaries
(low sharpness) and dullness (low contrast) and the results
from DSTN have many severe artifacts.
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Figure 1: LST and DSTN do not preserve content and photorealism well compared to most transformation-model pairs.

Figure 2: Qualitative comparison of LST [7] and DSTN [5] to WCT2 [12], PhotoWCT [9], PhotoWCT2 [2], and PCA-d [3]
with our LS-FT as the feature transformation. The results show that LST and DSTN produce poor photorealism.



Figure 3: Insufficiency of linear interpolation for content-
style control.

Insufficiency of linear interpolation for
content-style control

In [8], where ZCA is proposed for style transfer, the au-
thors also propose to use linear interpolation between the
style feature Fs and the transformed feature Ft to realize
content-style controllability. That is, the feature to be de-
coded is βFt+(1−β)Fs, where β is the parameter that con-
trols style strength. Mathematically, such a linear interpola-
tion is insufficient since the content-style relation is a non-
linear function as described by Eq. (1) in our main paper.
Qualitatively, Fig. 3 shows that when trying to reduce re-
duce artifacts that come from strong stylization strength for
PhotoWCT by reducing β, both style effects and artifacts
disappear together. Alternatively, when trying to strengthen
stylization strength for WCT2 by increasing β, we can ob-
serve distorted style effects (Fig. 3). In contrast, our LS-FT
can maintain the style effects well while controlling the bal-
ance between content and style.

Removing centralization and decentralization
from AdaIN and ZCA leads to worse image
quality

In Section 3.2 of the main paper, we add centraliza-
tion and decentralization to stabilize the performance of
IterFT [1]. Here we conduct an ablation study of re-
moving centralization and decentralization from AdaIN [6]
and ZCA [8] and test the resulting performance for the
PhotoWCT2 model [2]. The results are shown in Fig. 4.
These reveal that the ablated AdaIN and the ablated ZCA
may suffer from incomplete stylization, where parts of a
content image receive limited to no stylization. Conse-
quently, bad results may occur. This offers promising ev-
idence that centralization and decentralization play an im-
portant role in synthesizing reasonable images.

Explanation for how centralization and decen-
tralization support mean vector matching

While prior works [4, 10] focus on explaining the reason
of matching second-order statistics between style and styl-
ized features for style transfer, we conjecture that matching
first-order mean vectors is also important, and this is sup-
ported by centralization and decentralization. We illustrate
this here for the ZCA algorithm and the same argument ap-
plies to OST and AdaIN.

Let Fc/s be the content/style feature and µc/s and
Cc/s=F̄c/sF̄

T
c/s be their mean vectors and covariance ma-

trices. The ZCA transformed feature Ft is given by

C
1
2
s C

−1
2

c F̄c+µs. It can be shown that the mean and the co-
variance of Ft are exactly those of Fs. However, without
centralization and decentralization and replacing Cc/s by
the gram matrix Gc/s=Fc/sF

T
c/s, the transformed feature

becomes Fg=G
1
2
s G

−1
2

c Fc. Now only the gram matrices of
Fg and Fs match, while their mean vectors differ. This may
explain the results in Fig. 4 here in the Supplementary Ma-
terials. An interesting area for future work is to establish
why mean matching is important.



Figure 4: Ablation study of removing centralization and decentralization from AdaIN [6] and ZCA [8]. The results shows
that centralization and decentralization play an important role in synthesizing reasonable images. The study is done with the
PhotoWCT2 model [2].



Derivation of Equation 7 in the main paper

We show the following optimization problem:

min
η
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aη3 + bη2 + cη + d = 0, (4)

with the coefficients being:

a =
2λ

n2
c

tr[D2D2], b = −6λ

n2
c

tr[DFD2], d = −1

2
tr[D2], (5)

c = tr[D2]+
2λ

nc
tr[D2S]+

2λ

n2
c

(
tr[DFDF]+tr[DFD

T
F]
)
, (6)

where D2 ≡ DDT, DF ≡ DF̄T
t , D ≡ dl

dF̄t
and S ≡

1
nc
F̄tF̄

T
t − 1

ns
F̄sF̄

T
s .

Proof. First, we plug F̄t − η dl
dF̄t

= F̄t − ηD into the loss
function in Eq. 2 and we get:

l(F̄t − ηD) = ||A||22︸ ︷︷ ︸
content loss
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style loss
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To find the minimum, we differentiate l(F̄t − ηD) with
respect to η and solve the derivative equal to zero. Before
the differentiation, we first derive an useful the identity that

given a matrix M the derivative d(tr[MMT])
dp with respect to

a parameter p is equal to 2tr[dMdp MT]:
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where in (*) we use the identity that the trace of a matrix is
equal to the trace of its transpose. With the identity in Eq. 9,
we have:
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where the 2’s are crossed out and the equality to zero still
holds. In detail, we have:
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where the identity B = BT is used. Due to the following
equality:
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where we use in (a) the identity tr[MT] = tr[M] for any
square matrix M, in (b) the identity B =BT, and in (c) the
identity tr[M1M2] = tr[M2M1] for any square matrix that
can be decomposed into the product of two matrices M1

and M2, Eq. 12 can be further written as:
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If we substitute Eq. 11 and Eq. 14 into Eq. 10 and group
the terms by the order of η, arranging them into the format



aη3 + bη2 + cη + d = 0, we have the coefficients being:
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tr[M1M2] = tr[M2M1], Eq. 16 can be further simplified
as:
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where in (a) we use ST = S and in (b) we introduce the
equality in Eq. 3. We conclude the derivation with the Equa-
tions (15), (19), (17), and (20). ■

Proof of at least one positive solution to Equa-
tion 7 in the main paper

To comply with the constraint η > 0 in line search, we
have to ensure that there is at least one positive solution to
Equation 7 (Eq. 4 in this document). We prove this in the
following.

Proof. For a cubic equation, there are two possible sets of
solutions: either three real roots or one real root with two
complex conjugated roots. From the relation between roots
and coefficients, the product of three roots of Eq. 4 is equal
to − d

a =
n2
c

4λ
tr[DDT]

tr[DDTDDT] =
n2
c

4λ
||D||2F

||DDT||2F
> 0, where || · ||F

denotes the Frobenius norm. If the solutions to Eq. 4 are
three real roots, since the product of three real roots is pos-
itive, at least one of them must be positive. If the solu-
tions are one real root and two complex conjugated roots,

since the product of three roots is positive and the product
of two complex conjugated roots is the squared 2-norm of
the conjugated roots, which is positive, the remaining real
root should be positive. Therefore, there is at least one pos-
itive solution to Eq. 4. ■

Values of η searched by LS-FT
To illustrate how the values of line-searched η differ

from the constant η equal to 0.01 used in IterFT [1], we
embed LS-FT in PhotoWCT2 [2] and computed the val-
ues of line-searched η at each reluN 1 layer using the PST
dataset [11]. As shown in Fig. 5, depending on the layer
where LS-FT line-searches η and the input images, the
value of a line-searched η can be as small as 0.04 and as
large as 0.8.

Effect of the content-style control knob α

We introduce a content-style control knob α in Section
3.3 in the main paper to adjust the value of λ in the unit of

||F̄c||22
|| 1

ns
F̄sF̄T

s ||22
(λ = α

||F̄c||22
|| 1

ns
F̄sF̄T

s ||22
) such that we can tune the

value of α to realize content-style controllability. As ex-
plained in Section 3.3 in the main paper, we want different
values of α to boost the stylization strength of WCT2 [12],
to boost the content preservation for PhotoWCT [9] and
PCA-d [3], and to balance content preservation and styl-
ization strength for PhotoWCT2 [2].

Fig. 6(a) shows the performance of WCT2, PhotoWCT,
and PhotoWCT2 with LS-FT of different α values, while
Fig. 6(e) shows the performance of Modified IterFT on the
same models. The other panels in Fig. 6 are the zoomed
plots for different models. To boost the stylization strength
of WCT2, we observe in Fig. 6(b,f) that for LS-FT and
Modified IterFT the style loss marginally decreases when
α is larger than 10 and 50, respectively. Therefore, we set α
equal to 10 and 50 for LS-FT and Modified IterFT, respec-
tively, when they are used in the WCT2 model. To boost the
content preservation ability of PhotoWCT, we observe in
Fig. 6(c,g) that for LS-FT and Modified IterFT the content
loss marginally decreases when α is smaller than 0.2 and
0.5, respectively. Therefore, we set α equal to 0.2 and 0.5
for LS-FT and Modified IterFT, respectively, when they are
used in the PhotoWCT model. To balance content preser-
vation ability and stylization strength of PhotoWCT2, we
first recall in the Figure 5(d) in the main paper that the style
loss of AdaIN is around 4.37e4. Thus, to have stronger styl-
ization strength than AdaIN and better content preservation
ability than ZCA, we want the style losses of LS-FT and
Modified IterFT smaller than 4.37e4 and the content losses
of LS-FT and Modified IterFT as small as possible. We ob-
serve in Fig. 6(d,h) that α = 1 for LS-FT and α = 2 for
Modified IterFT best fit this criterion, and so we set α as
such values.



Figure 5: Histograms of the values of line-searched η at the reluN 1 layers. This test is done using PhotoWCT2 [2] and the
PST dataset [11].

Figure 6: Effect of the content-style control knob α on WCT2 [12], PhotoWCT [9], and PhotoWCT2 [2].

Figure 7: Effect of the content-style control knob α on
PCA-d [3].

Fig. 7 shows the performance of PCA-d with LS-FT and
Modified IterFT of different α values. We observe that for
both LS-FT and Modified IterFT, when α is equal to 200,
the content and style losses of PCA-d are very close to those
from the aforementioned settings for WCT2, PhotoWCT,
and PhotoWCT2. Therefore, we set α to 200 here.

Convergence comparison between Modified
IterFT and LS-FT on WCT2, PhotoWCT, and
PCA-d

We show in Figure 4 in the main paper the conver-
gence comparison between Modified IterFT and LS-FT on
PhotoWCT2 [2]. For completeness, we show in Fig. 8 the
convergence comparison between Modified IterFT and LS-
FT on WCT2 [12], PhotoWCT [9], and PCA-d [3]. The
result shows that LS-FT needs only one iteration at each
transformation layer of each model to outperform Modified
IterFT, which is the same as the result from PhotoWCT2.



Figure 8: Convergence comparison between Modified IterFT and LS-FT on WCT2 [12], PhotoWCT [9], and PCA-d [3]. The
result shows that LS-FT needs only one iteration to outperform Modified IterFT at each transformation layer of each model,
which is the same as the case of PhotoWCT2 [2].

PCA-d
Not Tunable Tunable

ZCA OST AdaIN MAST M-IterFT LS-FT

HD 0.024 0.032 0.048 0.005 0.190 0.052 0.031
FHD 0.042 0.036 0.051 0.006 0.211 0.093 0.032
QHD 0.070 0.064 0.072 0.013 0.368 0.170 0.064
UHD 0.160 0.108 0.111 0.027 0.572 0.374 0.120

Table 1: The speeds for stylization of images of PCA-d using
different transformations. Unit: Second.

Unreasonable results from IterFT are fixed
with our Modified IterFT and LS-FT

We exclude IterFT [1] from the experiment in Section
4.2 in the main paper, since it results in dozens of unreason-
able results from the PST dataset [11]. Here we show some
failures from IterFT in Fig. 9 and how they are corrected
with our Modified IterFT and LS-FT.

Speed of transformations on PCA-d
We show the speed of different transformations on

WCT2, PhotoWCT, and PhotoWCT2 in Table 2 in the main
paper. Here we show the speed of transformations on PCA-
d in Table 1. We observe a similar result: our LS-FT is
faster or comparably fast to ZCA.



Figure 9: The failures of IterFT [1] can be corrected with our Modified IterFT and LS-FT.
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