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1. Background
1.1. Open Set Recognition

Openness Openness represents the open degree of the
dataset in basic open set recognition. The openness is de-
fined by the number of categories in the training process
(Ntrain) and the testing process (Ntest). Let Nre, be the num-
ber of classes to be recognized. The openness in the open
space shows as follows:

Openness = 1−
√

2×Ntrain

Nre +Ntest
(1)

In the definition of openness,Ntrain usually equals toNre.
Larger openness represents more classes in open space and
indicates the difficulty of rejecting the unknown classes.

Open Space Risk Given K known classes 1, 2, ...,K,
training samples belong to these known classes, and
a large amount of testing data belong to unknown
classesK + 1,K + 2, ...,K + L. Here L is the number of
unknown classes in the testing set. In the OSR problem, the
open space consists of the positive open space Opos

k and the
negative open space Oneg

k . Since we cannot classify the un-
known classes into specific subclasses, the main goal of the
open set is to minimize the expected risk RK ,

Rk = Rϵ (ψk,Sk ∪ Opos
k ) + α · Ro (ψk,Oneg

k ) , (2)

where ψk is the binary measurable prediction function that
maps the embedding sample x to class k. α is a positive
regularization parameter. Rϵ is the classification risk for
known classes, while Ro is the open space risk for unknown
classes. Since samples excluded from KKCs and KUCs
are regarded as open space, and samples from UUCs are
unforeseen in the training process, the risk of open space
should be formalized as follows:

Ro (ψk,Oneg
k ) =

∫
Oneg

k
ψk(x)dx∫

Sk∪Ok
ψk(x)dx

(3)

1.2. Hyperbolic Embedding

The n-dimensional hyperbolic space is defined by Rie-
mannian manifold Bn. Here we define the Riemannian
metric as gB . The Riemannian metric is conformal to the
Euclidean metricgE if they define the same angles. The
conformal factor is defined as λ. The Riemannian metric
is equivalent to the Euclidean metric when gB = λ2gE .
Specifically, the n-dimensional unit ball is:

Bn = {x ∈ Rn : ∥x∥ < 1} (4)

Möbius transformation. Standard operations in hyper-
bolic space are different from the Euclidean space. Con-
venient choice of defining basic operations in hyperbolic is
based on the Gyrovector space [9].

Möbius addition

x⊕ y :=

(
1 + 2⟨x,y⟩+ ∥y∥2

)
x+

(
1− ∥x∥2

)
y

1 + 2⟨x,y⟩+ ∥x∥2∥y∥2
(5)

Möbius scalar multiplication

r ⊗ x =

{
tanh

(
r artanh(∥x∥) x

∥x|| , x ∈ Bn

0, x = 0
(6)

where < x,y > represents Minkowski inner product of
input x and y, i.e., given x = (x0, x1, · · · , xm), y =
(y0, y1, · · · , ym),< x,y >= −x0y0+x1y1+ · · ·+xmym.

Generating Loss. Details about generating loss.

Lgen = −
∑
f̂∈T

log
ec·ρ(f̂ ;i,j)∑

i,j∈Yl
ec·ρ(f̂ ;i,j)

(7)

where ρ(f̂ ; i, j) defines the total distance of f̂ to the at-
tribute feature f (i)a and f

(j)
b in class i and j, i.e., ρ(f̂ , f (i)a ) +

ρ(f̂ , f
(j)
b ). Here, the distance measure ρ(·, ·) is defined as

the Euclidean distance in Euclidean space. The c is the



temperature hyperparameter. T is the set of novel attribute
features.
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Figure 1. Example of Taxonomy select process. Green block
illustrate how taxonomy Ti is selected. White block denotes the
selected taxonomy.

Ancestor Search This section illustrates details about
taxonomy select process. If the initial potential an-
cestor node n̂i is in taxonomy T̂i the selected tax-
onomy Ti = T̂i − {n̂i, · · · , n̂root}. For example
in Figure 1, n̂i = Carnivore is the initial pre-
dicted ancestor of novel attribute f̂. T̂i = T dog

i ,
i.e., T̂i = {Placental, Carnivore, Canine,Dog}.
Because n̂i ∈ T̂i, selected taxonomy Ti =
{Placental, Carnivore, Canine,Dog} −
{Carnivore, P lacental}. Taxonomy Ti =
{Canine,Dog}. If the initial potential ancestor node
n̂i is the leaf node of T̂i, the framework will skip the
ancestor node remove process.

2. Experiment Details
2.1. Datasets

Datasets with attribute annotations. The following two
datasets contain attribute annotations. These two datasets
are used for generalized open set recognition.

• CUB-200[10]: Caltech-UCSD bird dataset consists of
11788 images with accurate quantized attribute anno-
tation from 200 bird species. There are 312 image-
level attributes in the annotation of the dataset intro-
ducing some key features of the bird species. The
dataset also provides the confidence score for these
features, which can be used in the Möbius transforma-
tion. The maximum depth of the dataset is two.

• AWA 2[3]: Animal with attributes 2 dataset contains
85 attributes for 50 animal species. We use the taxon-
omy reported in previous hierarchical class detection
work[5]. The taxonomy of AWA 2 dataset is more
complex than CUB-200. The maximum depth of the
dataset is five.

Datasets without attribute annotations. The following
five datasets are used for open set recognition. Details about
datasets and dataset split are as follows.

• MNIST[4] MNIST is a Handwritten digits dataset
with six known classes and four unknown classes. The
openness of this task is 13.39%.

• SVHN[7] SVHN is a Street View House Numbers
dataset with colorful images of digits. We use the same
known and unknown class setting as MNIST. There-
fore the openness in this dataset is 13.39%

• CIFAR-10[2] CIFAR-10 is a colored image dataset
with 10 categories. It contains six known classes and
four unknown classes.

• CIFAR+50[2] CIFAR-100 is a colored image dataset
with 100 categories. Specifically, four known classes
are sampled from the CIFAR-10 dataset, and N non-
overlapping classes from CIFAR-100 are randomly
sampled as unknown classes. The openness in this
dataset is 61.53%

• Tiny-Imagenet[8] The Tiny-Imagenet dataset con-
tains 200 categories without the semantic label. Here
we randomly choose 20 known classes and 180 un-
known classes. The openness in this dataset is 57.36%.

2.2. Evaluation

In open set recognition, we use the Area Under the Re-
ceiver Operating Characteristic (AUROC) [6] curve and the
Open Set Classification Rate (OSCR) [1] as evaluation met-
rics. A higher AUROC denotes better classification abil-
ity in known and unknown samples. OSCR further distin-
guishes the accuracy of the known classes in the open set
recognition. However, these two evaluation metrics only
evaluate the distinction about known classes and do not con-
sider the accuracy of the unknown classes. If we evaluate
the generalized open set recognition using the same evalu-
ation metrics, the accuracy of unknown classes will be hid-
den, which is unreasonable in the real-world scenario. In
the experiment, we will use AUROC and OSCR to evalu-
ate the open set recognition task. For the generalized open
set recognition task, we the hierarchical similarity index to
evaluate the hierarchical distance.

2.3. Parameters

For CUB-200 [10] and AWA 2 [3] datasets, we add
the confidence score αi and αj in the Möbius transfor-
mation. Confidence scores are available from the dataset.
We normalized two confidence scores to make sure that
αi + αj = 1. In Eq. 5. αi and αj represent the confi-
dence scores that are provided in the datasets.The portion
of relabeling r is 0.1. For other datasets without attribute
annotations, we use λ to replace the confidence score. λi is
sampled from a Beta distribution influenced by the param-
eter α. When α = 2, sampled λ leads to best performance.
During training, we set the hyperparameter cr to 0.5.
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Figure 2. Visualization results of generalized open set recognition in CUB-200 dataset. Yellow boxes are the ground truth. Orange and
green boxes denote the prediction of the TD-LOO method [5] and our proposed method, respectively. GT denotes the ground truth node
of the image.

Table 1. AUROC results of different classifiers and generating
methods in Tiny ImageNet (TI) and SVHN datasets. Mixup de-
notes random generate.
Method AUROC @ TI AUROC @ SVHN
Softmax 57.71 88.62
Euclidean classifier 68.84 93.77
PROSER [11] 69.31 94.30
Hyperbolic classifier 71.71 93.82
Hyperbolic+Mixup 72.38 93.96
Ours 78.19 95.33

2.4. Results

More results for open set recognition. In these experi-
ments, all results are averaged by five random trials. We re-
port ablation study results of open-set recognition. Table 1
illustrates detailed results of open set recognition using dif-

ferent classifiers and generating methods. Our method out-
performs comparing methods in SVHN and Tiny ImageNet
datasets. Euclidean classifier and hyperbolic classifier do
not contain feature generating processes. The PROSER [11]
denotes placeholder learning and random feature generating
method in the Euclidean space. Mixup means randomly se-
lecting two attribute features and generating new attribute
features. Our method uses hyperbolic placeholder learning
process and the novel attribute feature generator.

Additional ablation study Table 2 shows ablation study
results for novel attribute feature generator. Hyperbolic
similarity constrain and Möbius transformation are two
components in the generating processes. AUROC results
in Tiny ImageNet illustrate that both components work in
open set recognition.

In Figure 4, we compare the recognition result using dif-
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Figure 3. Visualization results of generalized open set recognition in AWA 2 dataset. Yellow boxes are the ground truth. Orange and green
boxes denote the prediction of the TD-LOO method [5] and our proposed method, respectively. GT denotes the ground truth node of the
image. The LCA node and other ancestor nodes are included in the taxonomy.
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Figure 4. AUROC results (%) v.s. generation methods.

ferent attribute generating strategies. The results show that
our generating method surpasses all comparing generating

Table 2. Ablation study of novel attribute feature generator in Tiny
Imagenet dataset. Similarity denotes Hyperbolic similarity con-
strain, and Möbius represents Möbius transformation.

Method Similarity Möbius AUROC@Tiny Imagenet(↑)
Case1 71.71
Case2 ✓ 73.58
Case3 ✓ 72.47
Case4 ✓ ✓ 74.34

Table 3. Ablation study for hyperbolic feature mapping
Method AUROC@Tiny Imagenet(↑)
With mapping 73.34
Without mapping 71.58

strategies. From the result of pure hyperbolic and pure Eu-
clidean, embedding the feature in hyperbolic space also im-
proves the overall performance of the open set recognition.

We provide the ablation study results to demonstrate the
effectiveness of hyperbolic feature mapping in Table 3. Hy-
perbolic feature mapping enhances the AUROC score at
Ting Imagenet dataset.



Generalized Open Set Recognition. In the generalized
open set recognition experiment, we use attribute annota-
tions and tree-structured side information from CUB-200
and AWA 2 datasets. Figure 2 shows some detailed results
about bird taxonomy in CUB-200 dataset. Figure 3 shows
some detailed predictions of AWA 2 dataset. Figure 2 and
Figure 3 visualize the generalized open set recognition re-
sult and the taxonomy. The openness of CUB-200 is greater
than the AWA 2 dataset. We find that our prediction result is
closer to the ground truth node. In some scenarios, the TD-
LOO method misrecognizes samples as the sibling node of
the ground truth, which influences the result under the hier-
archical similarity index measurement.
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