A. Datasets

We evaluate on a common benchmark for video segmentation, the DAVIS dataset [8] (val subset), due to the high quality of its semantic annotations. It contains 90 short and diverse video sequences with varying resolutions. Every video is human labeled with pixel-wise annotations of instances of interest, which we convert to a binary foreground-background mask. As the original videos are compressed already, we downsample the frames to 720p using Pillow [4] in order to reduce the effect of compression artefacts. Additionally, we evaluate our models on common video compression benchmark datasets, specifically the 1920 × 1080 UVG dataset [5] and 1280 × 720 HEVC class-E2 sequences (teleconference) under common test conditions [2]. UVG videos are in full-HD resolution 1920x1080 at high framerates of up to 120 fps, and HEVC class-E is available in 1280x720 resolution at 60 fps.

For qualitative evaluation, our models are also evaluated on videos from Pexels.com (with permissive license and no objectionable content, https://www.pexels.com/license/). Pexels videos are in 4K resolution at 25 or 60 frames per second. Frames are downsampled to 720p to remove any compression artifacts.

As semantic annotations are not publicly available for UVG and HEVC-E2 datasets, we extract ROI masks using an open source implementation of the segmentation network HRNet [10]. Note that for UVG, all sequences but “HoneyBee” contain semantic classes that HRNet can segment. We therefore leave out the Honeybee sequence from ROI evaluations, and refer to the resulting dataset of frames and semantic annotations as UVG-ROI.

B. ROI masks

This section provides further details on the generation of the synthetic ROI masks used for training. We investigate the influence of quality of masks at test time by evaluating DAVIS-val dataset using annotated masks and automatically generated masks.

B.1. Synthetic ROIs for training

Due to the scarcity of large annotated high-quality video datasets, we generate artificial ROI masks at training time.
To generate temporally consistent ROI masks, we use Perlin noise [6] following [7]. Perlin noise is a procedural semi-random noise process originally developed for use in computer graphics to synthesize rich and realistic looking textures. We use the perlin-numpy open-source package to generate the temporal masks with default settings, i.e., noise periods of 1, 4 and 4 for time, height and width respectively. We apply a threshold at 0 to binarize them. We show an example of such mask in Fig. 1.

It should be noted that it is still preferable to use real annotations where available, the main benefit of synthetic masks is that much larger unannotated datasets can be used, which in turn leads to better performance and generalization (see Fig. 6 of the main body). In Fig. 4 we show the difference of training with real vs. artificial masks on the same (small) dataset DAVIS train, evaluated on DAVIS val. Here the real masks lead to better performance. Even for $\alpha = 1$, where ideally the two should be identical, we see a small difference, meaning the model has not learned to completely ignore the mask input in this setting.
B.2. Predicted masks for evaluation

We use the official open-source pre-trained HRNet-OCR [10] trained on COCO-Stuff [3] to extract masks for the UVG [5] and HEVC-E2 [2] sequences, specifically model checkpoint hrnet_ocr_cocostuff_3965_torch04.pth. We use the class “human” for HEVC-E2, and the classes “human”, “boat”, “dog” and “horse” for UVG sequences. Finally, we convert the output of HRNet to a binary ROI mask by classifying as foreground all pixels from the class labels defined above. As outlined in Sec. 4.1, “HoneyBee” does not contain any classes from the COCO dataset. Consequently, we exclude it from our evaluation, and call the resulting dataset of frames and ROI masks UVG-ROI.

To get a sense of the quality of ROI masks generated with HRNet-OCR, we used it to extract masks for 10 DAVIS val sequences for which there are both (1) one-to-one correspondence between the instance annotated in the ground-truth and the COCO classes and (2) no ambiguity on the instance when there are more than one object with the same class in the video. This allowed us to compute intersection-over-union (IoU) of HRNet-OCR masks with respect to DAVIS-val ground-truth, as shown in Fig. 3. In Fig. 2 we show an example the ground-truth and predicted masks for the first frame of the “bike-packing” sequence.

Additionally, we evaluated our model on these sequences using the predicted masks as input instead of the ground-truth annotations. In Fig. 5 we compared R-D performances for each sequence between evaluating our model with (a) ground-truth or (b) HRNet-OCR predicted masks. Note that in both cases ROI and non-ROI PSNR metrics are computed using the ground-truth masks. We observe that when IoU is reasonably high (> 80%), rate-distortion performances are quite similar, yet they tend to degrade quickly when below 70% except for a few sequences like “bike-packing” or “bmx-trees”. It would seem our model suffers worse rate-distortion when the ROI is both small and inconsistent like in “kite-surf” and “paragliding-launch”.

Finally, we train one model on DAVIS with ground-truth annotations, and one model on Vimeo90k with synthetic masks. We evaluate both models on DAVIS-val, using either ground-truth masks, or the masks predicted using HRNet-OCR. We show BD-rate (with respect to SSF) in Fig. 6 in main text. For both models, we observe that for small α values, performance is similar for ground-truth masks and predicted masks. However, at high α, non-ROI BD-rate degrades quicker when using predicted masks.

In conclusion, our model is moderately sensitive to “noisy” masks, especially for small α values, which is a likely operating point for most realistic use cases. Still, this result confirms that extracting high quality ROI masks at test time is crucial to produce reconstructions with high fidelity.

C. Additional qualitative examples

C.1. Comparison to single-rate SSF

In Figures 6, 7 we give two additional examples for a comparison with a single-rate SSF model, similar to Fig. 5. For the comparison we start with the SSF model at a given β (we trained models at 8 different β’s), then tune β for our model with α = 1.0 to match the BPP of the reference. The resulting performance for our model is slightly worse, which is expected for a multi-rate, multi-distortion approach. We then take the baseline model at a different β and tune α for our model (keeping β from the first step fixed) to again match the BPP of the baseline. We find that our model substantially outperforms the reference in ROI PSNR, at a moderate cost in non-ROI PSNR.

C.2. Effect of varying β and α

In Figures 9, 10 we show a frame from the “Soapbox” video (same frame as Fig. 5), reconstructed by our model using different values of β and α. The crop is chosen so that foreground and background are visible simultaneously. It can be seen that β (varies across columns) chooses a general tradeoff between rate and distortion, while α essentially trades off rate and background distortion, while keeping foreground distortion fixed. Fig. 9 shows a large range of α values, so that changes are salient and effects are easier to understand. Fig. 10 on the other hand demonstrates a range of α’s that we deem realistic for real-world use, i.e. one where the drop in background quality is small for any given β. As a matter of fact, for our model operating at a higher rate (left column, β = 0.0001), we are unable to visually distinguish the background going from 40.78 dB PSNR to 37.98 dB in the chosen crop. At the same time this results in savings of 0.250 bpp (29.7%), while foreground quality remains constant.

D. Additional analyses

D.1. Comparison to non-ROI codec literature

A desirable property of a ROI-based codec is that it matches performance of a non-ROI codec when the ROI spans the entire frame. To place our result in context, we compare our proposed codec on the UVG dataset in Fig. 8, by showing rate-distortion curves for α = 1 where the ROI spans the entire frame, and showing the BD-rate gains in
Figure 6: Example reconstructions from the "goat" sequence from DAVIS val, compared to a single-rate SSF model.

Figure 7: Example reconstructions from the "parkour" sequence from DAVIS val, compared to a single-rate SSF model.
D.2. Constrained coding

The flexibility of our codec allows us to code under various rate and quality constraints, including maximum bitrate and minimum ROI quality. We show a proof of concept of these in Fig. 11, where $\beta$ and $\alpha$ are selected using an oracle (i.e. we grid-search for optimal $\alpha$ and $\beta$ values for each frame). The variable rate codec is able to reach the rate constraint well, but fails to achieve the 32dB PSNR threshold for the ROI. On the other hand, our model is able to meet the rate constraint by trading off non-ROI PSNR for ROI PSNR, all while meeting the rate constraint.

D.3. Performance on teleconferencing content

Teleconferencing is a commonly chosen example to motivate the use of semantics-aware coding: the foreground (i.e. person) is important, the background is of little interest. Fig. 12 shows example reconstructions for a teleconferencing sequence, taken from Pexels.com. As for Figures 6, 7, we take a single-rate SSF model trained with two different $\beta$‘s as baseline, and tune $\beta$ and $\alpha$ for our model to match their rate, as described in Sec. C.1. Unlike before, even using the entire alpha range does not allow us to match the BPP for the lower-rate baseline, even though the two baselines have the smallest rate difference possible for the different models we trained. This indicates that a semantics-aware approach is a poor choice for this use case, and that even a model without foreground and background distinction can compress the contents remarkably well.

We observe that teleconferencing videos rarely contain extreme scene changes. However, background (any area apart from a human/object in the frame) occupies a significant part of the frame. Therefore, in case of the MR+MD SSF model, always transmitting a low-quality background hurts the performance. We propose a simple yet effective solution to alleviate this issue. We transmit a high-quality I-frame (at $\alpha = 1$) followed by P-frame at suitable $\alpha$. This ensures that the background (which rarely changes) is transmitted in the best possible quality and transmitting P-frames at corresponding $\alpha$ also provides us with bitrate savings. We show in Sec. 5.6 the main text the quantitative effect of this simple change on HEVC E2.

In addition, we include a video example in the supplementary section titled teleconferencing.mp4. Here we show a crop of a video from the Pexels dataset in a $2 \times 2$ grid. Top-left is a variable bitrate model operating at a similar bitrate as our MR+MD model. Top-right is our model (LQ I-frame). Bottom-left is our model, however here we transmit a high-quality I-frame (HQ I-frame). Bottom-left is the corresponding semantic mask. We see that transmitting high-quality I-frame provides us with quality similar to the variable rate model but at a much lower rate (0.050 bpp compared to 0.071 bpp).

D.4. Effect of high-quality I-frames

We show the effect of error propagation for all datasets in Fig. 13, along with our suggested remedy of setting $\alpha = 1$ in I-frames. The row for HEVC E2 is a repeat of the results shown in the main body. While our approach is very helpful for HEVC E2 (static content similar to teleconferencing), saving approximately 80% BD-rate in the non-ROI while only incurring a penalty of ca. 5% BD-rate in the ROI, the situation is different for the other datasets, most strikingly for DAVIS.val. Here we find that all savings in the non-ROI come at a similar cost in the ROI, contrary to the desired behaviour. We conclude that high-quality ($\alpha = 1$) I-frames...
are only useful for content with mostly static background. We also include a column for \( \alpha = 1 \) P-frames as a sanity check. As expected, the curves coincide perfectly, as low-quality and high-quality I-frames are identical in this case.

D.5. RD performance for individual videos

In Figures 14, 15, 16 we show RD curves for all individual videos in the respective test sets. Each figure essentially corresponds to the middle column of Fig. 2 in the main body, using \( \alpha = 26.5 \). We find that there is large variation in performance between different videos, underlining the fact that the utility of semantics-aware coding depends largely on the use case.
Figure 10: Effect of varying $\beta$ and $\alpha$ in our model, with smaller $\alpha$ values.
Figure 11: Fixed rate (≤ 0.1bpp for P-frames), fixed ROI quality (≥ 32dB) coding for video ‘Soapbox’, comparing our model to a multi-rate baseline SSF. The used group-of-pictures size is 25.

Figure 12: Example reconstructions for a teleconferencing sequence, taken from Pexels.com.
Figure 13: Effect of using $\alpha = 1$ I-frames (HQ I-frame) instead of the same $\alpha$ that’s used in the subsequent P-frames (LQ I-frame)
Figure 14: RD curves for individual videos in the DAVIS val set, $\alpha = 26.5$. 
Figure 15: RD curves for individual videos in the UVG-ROI set, $\alpha = 26.5$.

Figure 16: RD curves for individual videos in the HEVC-E2 set, $\alpha = 26.5$. 
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