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1. ESTIMATION OF DISORDER PREVALENCE

We utilized pathogenic variants submitted to ClinVar [1] to estimate disorder prevalence. The number of pathogenic submissions for each gene can be seen as the number of patients diagnosed with this disease gene. When discussing rare Mendelian disorders, “disorder” and “gene” is usually interchangeable because a disorder is caused by a disease-causing gene. Moreover, the researcher first finds a novel disease gene. Later, this gene will be reviewed and linked to a disorder. Therefore, we used the number of patients to estimate the overall disease prevalence, and it is shown in Figure S1. The prevalence of the disorders is extremely imbalance as shown in Figure S1. 52.8% of the disease genes have less than ten submissions, while only 7.9% of genes have more than 100 submissions.
2. PERFORMANCE WITH SEPERATE GALLERY

The main paper includes the performance of using GMDB’s separate frequent and rare galleries, with just the top-1 and top-5 accuracy. In this supplemental section we extend those tables with top-10 and top-30 to allow for more complete overview, and comparison with other works. The performances are shown in Tables S1, S2, S3, and S4.

<table>
<thead>
<tr>
<th>Model</th>
<th>LFW</th>
<th>GMDB-Frequent</th>
<th>GMDB-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
<td>Top-10</td>
</tr>
<tr>
<td>GM-Hsieh2022</td>
<td>93.8%</td>
<td>10.99%</td>
<td>29.39%</td>
</tr>
<tr>
<td>GM-Hsieh2022*</td>
<td>-</td>
<td>15.96%</td>
<td>33.83%</td>
</tr>
<tr>
<td>ArcFace-r50</td>
<td>98.4%</td>
<td>21.84%</td>
<td>40.87%</td>
</tr>
<tr>
<td>ArcFace-r50*</td>
<td>-</td>
<td>35.37%</td>
<td>53.25%</td>
</tr>
</tbody>
</table>

Table S1. Extended comparison of the performance of the GM-Hsieh2022 model and the ArcFace-r50 model on LFW and GMDB. Both have been pretrained on CASIA and models marked with (*) have been fine-tuned on GMDB. For each column, the best accuracy between the models before fine-tuning and after fine-tuning is boldfaced. This table is an extention of Table 3 in the main paper.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>LFW</th>
<th>GMDB-Frequent</th>
<th>GMDB-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
</tr>
<tr>
<td>VGG2</td>
<td>98.5%</td>
<td>15.52%</td>
<td>31.56%</td>
</tr>
<tr>
<td>CASIA</td>
<td>98.4%</td>
<td>21.84%</td>
<td>40.87%</td>
</tr>
<tr>
<td>MS1MV2</td>
<td>99.0%</td>
<td>29.14%</td>
<td>48.86%</td>
</tr>
<tr>
<td>MS1MV3</td>
<td>98.9%</td>
<td>31.54%</td>
<td>49.36%</td>
</tr>
<tr>
<td>Glint360K</td>
<td>99.0%</td>
<td>32.43%</td>
<td>53.14%</td>
</tr>
<tr>
<td>VGG2*</td>
<td>85.8%</td>
<td>27.50%</td>
<td>49.92%</td>
</tr>
<tr>
<td>CASIA*</td>
<td>75.7%</td>
<td>35.37%</td>
<td>53.25%</td>
</tr>
<tr>
<td>MS1MV2*</td>
<td>84.1%</td>
<td>39.98%</td>
<td>59.81%</td>
</tr>
<tr>
<td>MS1MV3*</td>
<td>76.4%</td>
<td>45.06%</td>
<td>64.64%</td>
</tr>
<tr>
<td>Glint360K*</td>
<td>84.9%</td>
<td>41.58%</td>
<td>62.60%</td>
</tr>
</tbody>
</table>

**Table S2.** Comparison of the performance of the ArcFace-r50 models trained on a variety of face recognition datasets. Models marked with (*) have been fine-tuned on GMDB. This table is an extension to Table 4 in the main paper.

<table>
<thead>
<tr>
<th>Model</th>
<th>LFW</th>
<th>GMDB-Frequent</th>
<th>GMDB-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
</tr>
<tr>
<td>r50</td>
<td>84.9%</td>
<td>41.58%</td>
<td>62.60%</td>
</tr>
<tr>
<td>r50-D/O</td>
<td>86.2%</td>
<td><strong>46.95%</strong></td>
<td><strong>66.07%</strong></td>
</tr>
<tr>
<td>r50-D/O†</td>
<td><strong>87.6%</strong></td>
<td>44.33%</td>
<td>65.76%</td>
</tr>
<tr>
<td>r100</td>
<td>91.0%</td>
<td>47.96%</td>
<td>68.87%</td>
</tr>
<tr>
<td>r100-D/O</td>
<td>91.1%</td>
<td>48.37%</td>
<td><strong>71.78%</strong></td>
</tr>
<tr>
<td>r100-D/O†</td>
<td><strong>93.0%</strong></td>
<td><strong>49.25%</strong></td>
<td>69.95%</td>
</tr>
</tbody>
</table>

**Table S3.** Comparison of the performance of iResNet-50 and -100 fine-tuned on GMDB. D/O indicates an additional dropout layer and (†) indicates the use of L2 weight decay on the feature layer. For each column, the best accuracy among the models (without regularization, D/O, and D/O†) is boldfaced. This table is an extension to Table 5 in the main paper.
<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>Loss</th>
<th>GMDB-Frequent</th>
<th>GMDB-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
</tr>
<tr>
<td>GM-Hsieh2022</td>
<td>CASIA*</td>
<td>CE</td>
<td>15.96%</td>
<td>33.83%</td>
</tr>
<tr>
<td>r50-D/O†</td>
<td>Glint360K*</td>
<td>CE</td>
<td>44.33%</td>
<td>65.76%</td>
</tr>
<tr>
<td>r50-D/O†+ TTA</td>
<td>Glint360K*</td>
<td>CE</td>
<td>47.73%</td>
<td>67.67%</td>
</tr>
<tr>
<td>r100-D/O</td>
<td>Glint360K*</td>
<td>CE</td>
<td>48.37%</td>
<td>71.78%</td>
</tr>
<tr>
<td>r100-D/O + TTA</td>
<td>Glint360K*</td>
<td>CE</td>
<td>51.16%</td>
<td>69.58%</td>
</tr>
<tr>
<td>r100</td>
<td>Glint360K</td>
<td>ArcFace</td>
<td>30.25%</td>
<td>54.81%</td>
</tr>
<tr>
<td>r100 + TTA</td>
<td>Glint360K</td>
<td>ArcFace</td>
<td>35.25%</td>
<td>56.52%</td>
</tr>
<tr>
<td>Model ensemble</td>
<td>n/a</td>
<td>n/a</td>
<td>52.06%</td>
<td>70.70%</td>
</tr>
<tr>
<td>Model ensemble + TTA</td>
<td>n/a</td>
<td>n/a</td>
<td>52.99%</td>
<td>71.01%</td>
</tr>
</tbody>
</table>

**Table S4.** Comparison of the performance of the GM-Hsieh2022 model, two ArcFace models fine-tuned on GMDB, one ArcFace face verification model, and finally our model ensemble using the three listed ArcFace models. TTA indicates the model was evaluated using test time augmentation, (*) indicates the model was fine-tuned on GMDB, (D/O) indicates an additional dropout layer and (†) indicates the use of $L_2$ weight decay on the feature layer. This table is an extension to Table 6 in the main paper.

3. PERFORMANCE WITH UNIFIED GALLERY

In the main paper, we presented the performance of using GMDB’s separate frequent and rare galleries. When evaluating the frequent set, we used only the frequent set as gallery, and when evaluating the rare set, we used only the rare set as gallery. To simulate real-world scenarios, we combined the frequent gallery and rare gallery into a unified gallery. We reported the performance when using the unified gallery in Tables S5, S6, S7, and S8.

<table>
<thead>
<tr>
<th>Model</th>
<th>LFW</th>
<th>GMDB-Frequent</th>
<th>GMDB-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
</tr>
<tr>
<td>GM-Hsieh2022</td>
<td>93.8%</td>
<td>10.19%</td>
<td>28.40%</td>
</tr>
<tr>
<td>GM-Hsieh2022*</td>
<td>-</td>
<td><strong>14.81%</strong></td>
<td><strong>31.72%</strong></td>
</tr>
<tr>
<td>ArcFace-r50</td>
<td>98.4%</td>
<td>20.41%</td>
<td>38.38%</td>
</tr>
<tr>
<td>ArcFace-r50*</td>
<td>-</td>
<td><strong>32.84%</strong></td>
<td><strong>49.51%</strong></td>
</tr>
</tbody>
</table>

**Table S5.** Comparison of the performance of the GM-Hsieh2022 model and the ArcFace-r50 model on LFW and GMDB with **unified gallery (frequent + rare)**. Both have been pretrained on CASIA and models marked with (*) have been fine-tuned on GMDB. For each column, the best accuracy between the models before fine-tuning and after fine-tuning is boldfaced. This table is the supplement to Table 3 in the main paper, which provides the performance when using the unified gallery.
### Table S6.
Comparison of the performance of the ArcFace-r50 models trained on a variety of face recognition datasets with unified gallery (frequent + rare). Models marked with (*) have been fine-tuned on GMDB. This table is the supplement to Table 4 in the main paper, which provides the performance when using the unified gallery.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>LFW</th>
<th>GMDB-Frequent</th>
<th>GMDB-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
<td>Top-10</td>
</tr>
<tr>
<td>VGG2</td>
<td>98.5%</td>
<td>15.20%</td>
<td>29.08%</td>
</tr>
<tr>
<td>CASIA</td>
<td>98.4%</td>
<td>20.41%</td>
<td>38.38%</td>
</tr>
<tr>
<td>MS1MV2</td>
<td>99.0%</td>
<td>28.16%</td>
<td>47.79%</td>
</tr>
<tr>
<td>MS1MV3</td>
<td>98.9%</td>
<td>30.40%</td>
<td>48.40%</td>
</tr>
<tr>
<td>Glint360K</td>
<td>99.0%</td>
<td>30.95%</td>
<td>51.57%</td>
</tr>
<tr>
<td>VGG2*</td>
<td>85.8%</td>
<td>25.18%</td>
<td>43.79%</td>
</tr>
<tr>
<td>CASIA*</td>
<td>75.7%</td>
<td>32.84%</td>
<td>49.51%</td>
</tr>
<tr>
<td>MS1MV2*</td>
<td>84.1%</td>
<td>37.94%</td>
<td>54.15%</td>
</tr>
<tr>
<td>MS1MV3*</td>
<td>76.4%</td>
<td>43.09%</td>
<td>60.71%</td>
</tr>
<tr>
<td>Glint360K*</td>
<td>84.9%</td>
<td>38.37%</td>
<td>59.35%</td>
</tr>
</tbody>
</table>

### Table S7.
Comparison of the performance of iResNet-50 and -100 fine-tuned on GMDB with unified gallery (frequent + rare). D/O indicates an additional dropout layer and (†) indicates the use of $L_2$ weight decay on the feature layer. For each column, the best accuracy among the models (without regularization, D/O, and D/O†) is boldfaced. This table is the supplement to Table 5 in the main paper, which provides the performance when using the unified gallery.

<table>
<thead>
<tr>
<th>Model</th>
<th>LFW</th>
<th>GMDB-Frequent</th>
<th>GMDB-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
<td>Top-10</td>
</tr>
<tr>
<td>r50</td>
<td>84.9%</td>
<td>38.37%</td>
<td>59.35%</td>
</tr>
<tr>
<td>r50-D/O</td>
<td>86.2%</td>
<td><strong>44.88%</strong></td>
<td><strong>64.03%</strong></td>
</tr>
<tr>
<td>r50-D/O†</td>
<td><strong>87.6%</strong></td>
<td>42.19%</td>
<td>63.90%</td>
</tr>
<tr>
<td>r100</td>
<td>91.0%</td>
<td>45.23%</td>
<td>65.23%</td>
</tr>
<tr>
<td>r100-D/O</td>
<td>91.1%</td>
<td>46.86%</td>
<td><strong>68.84%</strong></td>
</tr>
<tr>
<td>r100-D/O†</td>
<td><strong>93.0%</strong></td>
<td><strong>47.98%</strong></td>
<td>68.25%</td>
</tr>
<tr>
<td>Model</td>
<td>Dataset</td>
<td>Loss</td>
<td>GMDB-Frequent</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------</td>
<td>------</td>
<td>---------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Top-1</td>
</tr>
<tr>
<td>GM-Hsieh2022</td>
<td>CASIA*</td>
<td>CE</td>
<td>14.81%</td>
</tr>
<tr>
<td>r50-D/O†</td>
<td>Glint360K*</td>
<td>CE</td>
<td>42.19%</td>
</tr>
<tr>
<td>r50-D/O†+ TTA</td>
<td>Glint360K*</td>
<td>CE</td>
<td>45.74%</td>
</tr>
<tr>
<td>r100-D/O</td>
<td>Glint360K*</td>
<td>CE</td>
<td>46.86%</td>
</tr>
<tr>
<td>r100-D/O + TTA</td>
<td>Glint360K†</td>
<td>CE</td>
<td>48.62%</td>
</tr>
<tr>
<td>r100</td>
<td>Glint360K</td>
<td>ArcFace</td>
<td>29.65%</td>
</tr>
<tr>
<td>r100 + TTA</td>
<td>Glint360K</td>
<td>ArcFace</td>
<td>34.12%</td>
</tr>
<tr>
<td>Model ensemble</td>
<td>n/a</td>
<td>n/a</td>
<td>49.59%</td>
</tr>
<tr>
<td>Model ensemble + TTA</td>
<td>n/a</td>
<td>n/a</td>
<td><strong>50.79%</strong></td>
</tr>
</tbody>
</table>

**Table S8.** Comparison of the performance of the GM-Hsieh2022 model, two ArcFace models fine-tuned on GMDB, one ArcFace face verification model, and finally our model ensemble using the three listed ArcFace models with unified gallery (frequent + rare). TTA indicates the model was evaluated using test time augmentation, (*) indicates the model was fine-tuned on GMDB, (D/O) indicates and additional dropout layer and (†) indicates the use of $L_2$ weight decay on the feature layer. This table is the supplement to Table 6 in the main paper, which provides the performance when using the unified gallery.
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