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We further elaborate descriptions of datasets [4, 3, 1, 2,
12, 7] and off-the-shelf estimators [5, 10, 6, 13, 8] used in
our training. In Sec. 2, we show more ablation studies on
3DPW [12], highlighting the effect of the proposed key-
point kinematic features, which significantly impact learn-
ing temporal relationships between consecutive frames’
poses, as the main paper (ablation studies on Sub-JHMDB
[4]). Finally, in Sec. 3, we present the additional qualita-
tive results and comparison on 2D/3D pose estimation and
verify the effectiveness of HANet. We strongly recommend
watching our supplementary video at https://youtu.
be/pe3okGjj7mo that describe existing pose estimators,
which often suffer severe jitter in highly-occluded scenes
for both 2D/3D pose estimation contrary to HANet. Code is
available at https://github.com/KyungMinJin/
HANet.

1. Datasets
Sub-JHMDB. Sub-JHMDB [4] is a video 2D human

pose dataset, which is a subset of JHMDB. It contains 316
videos, and the average duration is 35 frames. For each
frame, it provides 15 annotated body keypoints. We use the
bounding box calculated from [9] and mix three original
splitting schemes for training and testing in 2D pose esti-
mation experiments, following [11, 15, 14]. We use Sim-
pleBaseline [13] as an input pose estimator that provides a
simple and effective baseline method.

PoseTrack1 PoseTrack2017 [3] and PoseTrack2018 [1]
are sparsely annotated large-scale benchmark datasets for
multi-person pose estimation and tracking in videos. Pose-
Track2017 contains 514 videos with 66,374 frames. Pose-
Track 2018 increased the number of videos to 1,138 with

1We only report the evaluation results on validation sets in the main
paper because we could not evaluate our HANet on test sets due to the
service outage with posetrack homepage https://posetrack.net.

Component
MPJPE AccelFlow Vel. Accel. WB

77.2 8.6
✓ 76.9 8.5
✓ ✓ 76.4 8.3
✓ ✓ ✓ 75.7 8.1
✓ ✓ ✓ ✓ 74.6 8.0

Table 1. Ablation study on keypoint kinematic features. We report
MPJPE and Accel errors on 3DPW [12] dataset. WB stands for
weight and bias of velocity and acceleration.

153,615 pose annotations. Thirty frames from the center
are annotated for training videos. Conversely, every fourth
frame is annotated for validation and test videos. The anno-
tations include 17 body keypoints locations with visibility, a
unique person id, and a head bounding box for each person
instance. Our model uses DCPose [8], which is state-of-
the-art for PoseTrack, by refining the current frame’s pose
in the video using previous and next frames’ poses.

Human3.6M. Human3.6M [2] is a large-scale indoor
video dataset with 15 actions from 4 camera viewpoints.
It has 3.6 million frames at 50 frames-per-second (fps). 3D
human joint positions are captured accurately from a high-
speed motion capture system. Following previous works
[14, 10], we use the standard protocol with 5 actors (S1, S5,
S6, S7, S8) as the training set and another 2 actors (S9, S11)
as the testing set. We leverage FCN [10] that uses multiple
fully connected layers along the spatial dimension.

3DPW. 3DPW [12] is a challenging in-the-wild dataset
consisting of more than 51k frames at 30 fps with accurate
3D poses and shapes annotation. This dataset is used to
validate the performance of body mesh recovery methods.
We use PARE [5] for pose estimator which handles partial
occlusion scenes with a part-guided attention mechanism.



(b) SimpleBaseline

(d) HANet

(c) DeciWatch

(a) Ground-Truth

Figure 1. Visualization of 2D pose estimation with state-of-the-art method [14] and input pose estimator [13] on videos from Sub-JHMDB
[4] dataset.

Figure 2. MPJPE and Accel error comparison with prior works [10, 14] on a video from AIST++ [7] dataset.

AIST++. AIST [7] is a challenging dataset with diverse
and fast-moving dances that comes from the AIST Dance
Video DB. It contains 3D human motion annotations of 1,
408 video sequences at 60 fps, which is 10.1M frames in
total. With 3D human keypoint annotations and SMPL pa-
rameters, it covers 30 different actors in 9 views. We use
SPIN [6] that optimize SMPL to regress body shape and
pose parameters, as our off-the-shelf methods to refine 3D
poses or body meshes.

2. Additional Ablation Study

To verify the effectiveness of our keypoint kinematic fea-
tures on 3D pose estimation and body mesh recovery, we
conduct additional ablation studies on 3DPW [12] dataset.
As shown in Table 1, we demonstrate that keypoint kine-
matic features impact on performances, significantly drop
MPJPE and Accel errors both, which means we can accu-
rately produce smooth 3D poses with these features.
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Figure 3. Visualization of 3D body mesh recovery with state-of-the-art input pose estimator [5] on a video from 3DPW [12] dataset.

Figure 4. Visualization of multi-human pose estimation on videos from sparsely-annotated PoseTrack [3] dataset.



3. Additional Experiments

We conduct additional experiments and visualize qualta-
tive results and comparisons in Fig. 1 - Fig. 4. As illustrated
in Fig. 1, SimpleBaseline and existing state-of-the-art De-
ciWatch on Sub-JHMDB shows inaccurate results in such
cases: flipped left and right symmetry, occlusion, and mo-
tion blur. The red circles show the wrong estimated parts.
In Fig. 2, we show estimated 3D poses from input pose es-
timator [6], ours, and DeciWatch [14] in two camera-views.
Contrary to our model, [6, 14] do not accurately estimate
the position of fast-moving body parts, such as right arm.
We demonstrate lower MPJPE and Accel errors shown as
graphs in Fig. 2.

Moreover, we visualize 3D body mesh on a video from
3DPW [12] datasets. Compared to the state-of-the-art body
mesh recovery method [5], HANet accurately recovers 3D
body mesh and mitigate jitter by learning the temporal re-
lationship of consecutive poses through the kinematic char-
acteristics of keypoints.

Lastly, we show the muti-human 2D pose estimation re-
sults on PoseTrack2017 [3] and PoseTrack2018 [1]. In
Fig. 4, we visualize the accurate results on crowded, highly-
occluded, motion blur, and challenging poses, and verify
that our HANet can be effectively applied to multi-human
pose estmation and learn temporal relationships between
poses without full-supervision.
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