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1. Additional Details
1.1. Implementation Details

Stage 2: Finetuning. Input to the encoder is based on
the temporal window W = 5 and stride m = 3. (W,m) can
be thought of as hyper-parameter, setting a larger value of
each might introduce noise information when two different
boundaries lie close to each other, a smaller value might be
unable to capture the necessary context information for a
boundary. Among the 5 annotations available for Kinetics-
GEBD for every video, the ones with highest annotator F1
consistency score is used for fine-tuning.

1.2. Architectural Design Choice

Temporal Shift Module (TSM) [3] is inserted in every
residual block of ResNet50 encoder. MotionSqueeze module
is added after the conv3 x layer of the ResNet50 encoder.

Table 1. Modified ResNet50 Encoder

Layers ResNet-50 Modified ResNet-50 Output size

conv1 7× 7, 64, stride 2 112× 112

3× 3, max-pool, stride 2

conv2 x

 1× 1, 64
3× 3, 64
1× 1, 256

× 3


TSM

1× 1, 64
3× 3, 64
1× 1, 256

× 3 56× 56

conv3 x

1× 1, 128
3× 3, 128
1× 1, 128

× 4


TSM

1× 1, 128
3× 3, 128
1× 1, 128

× 4 28× 28

MS Module ✗ ✓ 28× 28

conv4 x

 1× 1, 256
3× 3, 256
1× 1, 1024

× 6


TSM

1× 1, 256
3× 3, 256
1× 1, 1024

× 6 14× 14

conv5 x

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3


TSM

1× 1, 512
3× 3, 512
1× 1, 2048

× 3 7× 7

*Equal supervision

It should be noted that our encoder definition is consistent
with the architecture design introduced in ResNet [1] and is
different from the encoder in the work of MotionSqueeze in
[2] as shown in Table 1.

1.3. Evaluation Protocol.

We conduct evaluation on two datasets Kinetics-GEBD
[5] and TAPOS [4]. For evaluation, we follow the standard
evaluation protocol explained in [5], which uses the F1 score
as the measurement metric. Rel. Dis (Relative Distance) is
used to decide whether a detected event boundary is correct
(if detection probability ≥ 0.5) or otherwise incorrect. More
formally, Rel. Dis is defined as the error between detected
and ground-truth timestamps, divided by the length of the
whole video. F1 score calculated at Rel. Dis threshold 0.05
was used as the evaluation metric for the GEBD challenge1.
We compare our detection results with all annotations (5
annotations per video for Kinetics-GEBD and 1 annotation
for TAPOS) in the same video and select the annotation with
the highest F1 score.
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