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1 Full Results

In Table 1, we show all evaluation metric results for our experiments. Namely, these are Mean Aver-age Precision at R (MAP@R) [6], Precision at 1 (Prec@1), R-Precision (R-Prec), Adjusted Mutual Information (AMI), Normalized Mutual Information (NMI), Mean Average Precision (MAP), and Mean Reciprocal Rank (MRR). For a overview of different evaluation metrics in the context of Deep Metric Learning, we refer the reader to the appendix of the paper by Roth et al. [7].

2 Details of Datasets and Similarity Notions

We experiment with five datasets and overall thirteen similarity notions. In the following, we give more insights into the datasets, their similarity notions, and how we obtained aspects that were embedded in the string templates.

2.1 Synthetic Cars [3]

This dataset contains 3D-rendered car images with different car models, car colors, background colors, car orientations, sun positions, and camera angles, all sampled independently at random. We use the first 1000 images to speed up evaluation (not training, since no images are used for training).

Since the images have annotated image properties, we are able to use different properties as different similarity notions. Note that we do not use the provided labels for training, only for evaluation. We use the following similarity notions and corresponding text prompts:

- **Car model** (“Two car images are similar if they show the same car model”): The dataset provides six different car models. To train the dimensionality reduction, we use a list of car models scraped from an online car dealer. Each of the 569 car model’s name is then embedded in the text prompt template “a photo of a [car model]”.

- **Car color** (“Two car images are similar if both cars have the same color”): The dataset samples the car and background colors uniformly from the hue, saturation, and value (HSV) color space. To get binary similarities for evaluation, we find the nearest CSS2.1 color name (overall 18 possible colors, e.g. “orange”, “black”) for each HSV color. We use all color names in the string template “a [color name] car” as text prompts.

- **Background color** (“Two images are similar if they show the same background color”): We use the same process as for the car color but only change the text prompt template to “a car in front of a [color] background”.

1 https://www.kbb.com/car-make-model-list/new/view-all/make/
2.2 Cars196

Cars196 is a common dataset in Deep Metric Learning, which features 16,185 real world car images. Usually, it is split into 196 classes, each one representing images of one car model. As commonly done in Deep Metric Learning papers, we use the second half of the classes (8131 images) for the evaluation to be able to compare our method to methods from the literature that are trained explicitly on the training split of the dataset.

The following similarity notions and string templates are used:

- **Car model** (“Two car images are similar if they show the same car model”): The default definition for this dataset. We use the same list of car models and the same text prompt template as for the synthetic car dataset.

- **Manufacturer** (“Two car images are similar if both cars have the same manufacturer”): This is a superset of classes from the car model definition, i.e. the multiple car models belong to one manufacturer. In the test dataset, there are 35 different car manufacturers. We use the template “a photo of a car produced by [manufacturer]” with all 46 manufacturers extracted from the same website as for the car models.

- **Car type** (“Two car images are similar if both cars have the same car type”): Car types like convertibles, SUV’s etc. are coming from different manufacturers, but usually look similar. Cars196’s dataset has seven different car types, which are also used for prompting, since there are only a certain amount of car types. They are embedded in the template string “a photo of a [car type]”.

2.3 CUB200

CUB200 is a commonly used dataset in Deep Metric Learning, consisting of images showing birds, usually grouped by bird species. While the dataset has 200 classes, we again use the second half of classes for evaluation. Due to the lack of additional metadata for each image, we only use the default similarity notion for evaluation:

- **Bird species** (“Two bird images are similar if they show the same bird species”): As text prompts, we use the very generic “a photo of a [bird species]” with all bird species used in the training dataset. This ensures that the test class names are not used in our method.

2.4 DeepFashion

The dataset contains images of persons wearing different clothes. It has 4000 test images we use for evaluation. The similarity notions and the corresponding text prompts for training are:

- **Category** (“Two clothing images are similar if they show the same type of clothing”): 50 categories are available in the dataset (e.g. “Anorak”, “Turtleneck”). We use all categories in our text prompts with template “a photo of a person wearing a [clothing category]”.

- **Texture** (“Two clothing images are similar if they share the same texture”): There are seven different texture types in the dataset (e.g. “striped”). We use all of them for our prompts with template “a photo of a person wearing clothes with a [texture type] texture”.

- **Fabrics** (“Two clothing images are similar if they use the same kind of fabric”): We use all six different fabric types (e.g. “cotton”) in the template “a photo of a person wearing clothes made out of [fabric type]”.
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• Fit (“Two clothing images are similar if they have the same fit”): We use all three fit types (“tight”, “loose”, “conventional”) in “a photo of a person wearing clothes with a [fit type] fit”.

2.5 Movie Posters

This is a dataset of movie posters and corresponding metadata about the movie. We overall are able to read 8052 different movie posters and use them in our experiments. While this dataset is not a commonly used dataset in Deep Metric Learning, it still can be used in our setting and with an interesting task: Finding similar movie posters and thus movies based on the desired similarity notion.

We use the following definitions and prompt templates:

• Genre (“Two movie posters are similar if both films share the same genre”): This similarity notion assumes that there are visual clues in the movie posters that indicate the genre. We argue that this is the case, at least for certain genres, such as action movies, where the protagonist is often shown with a gun while looking serious. There are 25 genres (each movie can have multiple genres, so we only take the main one) in the dataset that we use in the string template “a poster of a [genre] movie”.

• Production country (“Two movie posters are similar if both films were mainly produced in one country”): There are 69 different production countries listed for the dataset (we again use only the main one if there are multiple for one movie). We use all of these countries in the string template “a poster of a movie produced in [country]”. Again, the task assumes that the main production country is somehow visible in the movie poster, which is usually true for, for example, movies from the USA and India.

3 Saliency Maps

Figure 2 shows six randomly chosen example images from the Cars196 dataset. As in the main paper, we compute the saliency maps for CLIP and each of InDiReCT’ similarity notions and visualize their difference.

4 Embedding Space Visualizations

We visualize the embeddings produces by InDiReCT for multiple similarity notions of the Cars196 dataset using TriMap. In addition to the “Car Model”, “Car Manufacturer”, and “Car Type” similarity notions, we also add the “Car Color” similarity notion, which is not present in the original dataset’s metadata. For visualization purposes only, we rudimentary label each image with one of eight colors (‘black’, ‘blue’, ‘white’, ‘yellow’, ‘silver’, ‘red’, ‘mixed’, ‘other’). Note that since InDiReCT does not need labeled images, this process was only necessary for this visualization of the embedding space. The visualizations still show that cars with the same properties are clustered relatively well, even though InDiReCT does not use any training images but only text prompts.
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Table 1: Results for our experiments on five datasets and thirteen similarity notions.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Random</th>
<th>CLIP</th>
<th>InDiReCT</th>
<th>Rand. trans.</th>
<th>PCA</th>
<th>LAR</th>
<th>AR</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP@R</td>
<td>0.037</td>
<td>0.069</td>
<td>0.049</td>
<td>0.028</td>
<td>0.042</td>
<td>0.035</td>
<td>0.029</td>
<td>0.037</td>
</tr>
<tr>
<td>MRR</td>
<td>0.047</td>
<td>0.046</td>
<td>0.046</td>
<td>0.036</td>
<td>0.045</td>
<td>0.038</td>
<td>0.032</td>
<td>0.035</td>
</tr>
<tr>
<td>MAP</td>
<td>0.141</td>
<td>0.071</td>
<td>0.066</td>
<td>0.056</td>
<td>0.072</td>
<td>0.065</td>
<td>0.058</td>
<td>0.066</td>
</tr>
<tr>
<td>NMI</td>
<td>-0.003</td>
<td>-0.003</td>
<td>-0.005</td>
<td>-0.001</td>
<td>-0.001</td>
<td>-0.001</td>
<td>-0.001</td>
<td>-0.001</td>
</tr>
<tr>
<td>AMI</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
</tr>
<tr>
<td>MBR</td>
<td>0.167</td>
<td>0.080</td>
<td>0.074</td>
<td>0.060</td>
<td>0.063</td>
<td>0.067</td>
<td>0.060</td>
<td>0.063</td>
</tr>
<tr>
<td>Synthetic Care</td>
<td>0.050</td>
<td>0.062</td>
<td>0.061</td>
<td>0.063</td>
<td>0.063</td>
<td>0.063</td>
<td>0.063</td>
<td>0.063</td>
</tr>
<tr>
<td>Car Color</td>
<td>0.054</td>
<td>0.069</td>
<td>0.069</td>
<td>0.068</td>
<td>0.072</td>
<td>0.069</td>
<td>0.069</td>
<td>0.069</td>
</tr>
<tr>
<td>Background Color</td>
<td>0.194</td>
<td>0.202</td>
<td>0.202</td>
<td>0.202</td>
<td>0.202</td>
<td>0.202</td>
<td>0.202</td>
<td>0.202</td>
</tr>
<tr>
<td>Car Model</td>
<td>0.053</td>
<td>0.059</td>
<td>0.058</td>
<td>0.058</td>
<td>0.058</td>
<td>0.058</td>
<td>0.058</td>
<td>0.058</td>
</tr>
<tr>
<td>Car Type</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Car Species</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CBU200</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Texture</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
</tr>
<tr>
<td>Fabric</td>
<td>0.022</td>
<td>0.022</td>
<td>0.022</td>
<td>0.022</td>
<td>0.022</td>
<td>0.022</td>
<td>0.022</td>
<td>0.022</td>
</tr>
<tr>
<td>Fit</td>
<td>0.030</td>
<td>0.030</td>
<td>0.030</td>
<td>0.030</td>
<td>0.030</td>
<td>0.030</td>
<td>0.030</td>
<td>0.030</td>
</tr>
<tr>
<td>Movie Posters</td>
<td>0.046</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
</tr>
<tr>
<td>Product Country</td>
<td>0.046</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
</tr>
</tbody>
</table>
Figure 1: Randomly chosen example images from the Cars196 dataset and the differences in saliency maps between each similarity notion and CLIP. Yellow regions denote that InDiReCT pays more attention to that region than CLIP.
Figure 2: TriMap visualizations for multiple similarity notions of the Cars196 dataset.