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1. Detailed Figures of PDF

Fig. 1 shows probability density functions (PDFs) of the
confidence (Conf.) and our proposed scores. It is based on
the pixel-wise softmax probability of the network trained
for 10 epochs (out of total of 80 epochs) on PASCAL VOC
2012 with the 1/8 partition protocol. "False’ and *True’ rep-
resent the cases in which the predicted pseudo-labels are in-
correct or correct respectively. ‘Area’ indicates the ratio of
pseudo-labels that are reflected in training, i.e., their scores
exceed a predefined threshold (0.7). As shown in this fig-
ure, our method effectively refines the score of confident
samples for the false case, and significantly reduces the
area from 0.753 to 0.457. On the other hand, the confidence
score does not change much for the true case, and the area
of the true case hardly changes from 0.976 to 0.942.
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Figure 1. Probability density functions (PDFs) comparison be-
tween the confidence (Conf.) and our proposed scores.

2. Qualitative Results
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Figure 2. Heatmap visualizations of pixel-wise confidence scores
for foreground objects. The confidence scores are estimated by the
trained network for 10 epochs (out of a total of 80 epochs) on
PASCAL VOC 2012 [3].



Image Ground Truth Prediction Confidence Ours

Figure 3. Qualitative results for comparison the pseudo-labeling quality between confidence thresholding and our PGCL on PASCAL VOC
2012 [3] validation set. All predictions are estimated by the trained network for 10 epochs (out of a total of 80 epochs) with a 1/8 split. The
white region indicates pixels that are not assigned as pseudo-labels, i.e., their scores are lower than the predefined threshold (0.7).
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Figure 4. Qualitative results for comparison PGCL to previous state-of-the-art methods on PASCAL VOC 2012 [3] validation set.
“Baseline” stands for the results of supervised training on the labeled dataset only. For a fair comparison, all models are trained with
a 1/8 split.
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Figure 5. Qualitative results on Cityscapes [2] validation set in various proportions of labeled data to unlabeled data.
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