Supplementary Material

1. SemanticKITTI Stationary Scenes

Moving object annotations exist for the SemanticKITTI
dataset [4} [T, [3]]. To evaluate our approach against the state-
of-the-art, we considered extracting all stationary frames
from the SemanticKITTI validation sequence (sequence
08). The sequences in the SemanticKITTI dataset corre-
spond to the sequences of the KITTI Odometry dataset [4].
All of these sequences have a Raw counterpart in the
Raw KITTI dataset, which, among others, contains veloc-
ity measurements for each sequence from a high precision
GPS/IMU inertial navigation system. In particular, the “for-
ward velocity” measurements from the IMU unit provide
the crucial information about the vehicle’s velocity in m/s.
These measurements allow automatically determining the
number of moving or stationary frames in SemanticKITTI.

The correspondences between Raw KITTI and the
Odometery sequences used in SemanticKITTI have been
outlined in, e.g., the Supplementary material of [2] in Ta-
ble 2. However, we can not consider stationary frames from
other sequences except the validation sequence. That is be-
cause they are part of the training dataset, and we evaluate
against models trained on this data. The sequences from the
test set can also not be considered for evaluation because
the annotations are not publicly available.

Figure [T shows the distribution of the velocity measure-
ments from the IMU unit in the SemanticKITTI validation
sequence. We find that less than 25 stationary frames exist
in the validation sequence of SemanticKITTI. This amount
of frames is not enough for a meaningful evaluation against
the state-of-the-art.

For the sake of completion, we also provide the distri-
bution over the velocity measurements from the training se-
quences in Figure 2] We can see that less than 200 frames
appear in the full SemanticKITTTI training dataset.

2. Raw KITTI Annotation Details

We annotated all moving objects with the point
cloud labeler tool from the SemanticKITTI website
(http://www.semantic-kitti.org/resources.html#labeling). In
the point cloud labeler tool, we remove the ground with a
setting of 0.3 and annotated all moving objects with their
respective SemanticKITTT label.
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Figure 1. Overview of velocity measurements for the Se-
manticKITTTI validation sequence
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Figure 2. Overview of velocity measurements for the full Se-
manticKITTI training dataset
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