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1. Experiments on Original Datasets

Table 1: Test accuracy of different backbone architectures on original RAF-DB and AffectNet datasets.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>LDLVA</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RAF-DB</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>🩱</td>
<td>85.45</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>✔</td>
<td>88.62</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>🩱</td>
<td>86.27</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>✔</td>
<td>89.57</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>🩱</td>
<td>87.06</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>✔</td>
<td>90.51</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>🩱</td>
<td>88.28</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>✔</td>
<td>91.26</td>
</tr>
</tbody>
</table>

To demonstrate that our method can be easily integrated into existing networks to enhance the robustness, we provide the results corresponding to different backbone architectures. Specifically, we apply LDLVA to the MobileNetV2, ResNet-18, ResNet-50, and ResNet-101 and report the results on RAF-DB and AffectNet datasets in Table. The results show that LDLVA consistently improves the performance of all architectures by a large margin. In addition, we observe that there is a trade-off between the architecture complexity and the computational costs. More complicated architecture can give better performance but requires more memory and computations. This suggests that choosing a suitable backbone architecture is also important for various FER applications.

2. Visualization of Learned Features

In Figure[1] we visualize the t-SNE embedding of the learned features of (a) total loss in the main paper (cross-entropy loss with our discriminative loss), (b) cross-entropy loss only, and (c) center loss on randomly chosen samples from the RAF-DB dataset. Although the center loss (c) makes the features belonging to the same class closer to each other, there still exists overlappings between clusters. This problem is even more obvious on the dataset with noisy labels, since the features on mislabelled examples are pulled toward their wrong labels. In contrast, incorporating our proposed discriminative loss results in more compact and better separated clusters. It can also help mitigate the effect of the noisily learned features. This indicates that learning to discriminate ambiguous facial features is also important for robust facial expression recognition.

3. User Survey for Real-world Ambiguity

As described in the main paper, we randomly picked 21 images from FER test sets and asked 50 volunteers to select the most clearly expressed emotion on each image. We then compare the results of our proposed method and the current state-of-the-art method DMUE on our user survey data. Quantitatively, we use Jeffrey’s divergence to measure the difference between the emotion distributions voted by human and predicted by each model. The formula is as
Figure 1: Visualization of the learned features using (a) total loss (cross-entropy with discriminative loss), (b) cross-entropy loss only, and (c) center loss of random samples from RAF-DB dataset.

Table 2: Average Jeffrey’s divergence of our method and DMUE [5] on survey data. (lower is better)

<table>
<thead>
<tr>
<th>Method</th>
<th>Jeffrey’s divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMUE [5]</td>
<td>4.80</td>
</tr>
<tr>
<td>LDLVA (ours)</td>
<td>1.74</td>
</tr>
</tbody>
</table>

follows:

\[
D = \frac{1}{n} \sum_{i=1}^{n} D_{ij} \left(f(x^i; \theta), d^i\right)
\]

(1)

\[
D = \frac{1}{n} \sum_{i=1}^{n} D_{ij} \left(f(x^i; \theta), d^i\right) \log \frac{d_{ij}}{f_j(x^i; \theta)}
\]

(2)

As shown in Table 2, it is clear that the predictions of our method are significantly more similar to human perceptions than those of DMUE [5], demonstrated by a much lower Jeffrey’s divergence value.

Furthermore, we also compare the two models qualitatively and present the results in Figure 2. Generally, although the most confident emotion of both models matches with the survey, we can see that the distributions predicted by our model follow human results more closely than the previous method DMUE [5]. While our model tends to distribute scores for different emotions, especially in ambiguous cases, DMUE [5] model gives very high scores for only 1 or 2 classes. This can lead to the case when DMUE [5] fails to cover the expressed emotions (the middle image in the fourth row, for example) but our LDLVA can give the correct prediction.

These results confirm that training models directly with label distributions as in our proposed approach can effectively help to cover multiple emotions that are often expressed in real-world scenarios.
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Figure 2: Comparison of the emotion distributions of the user survey, our LDLVA model and DMUE [5] method.
