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1. Network Architectures
As discussed in our main paper, our sparse demosaic-

ing network consists of a sequence of four Sparse Residual
Blocks. The architecture of the Sparse Residual Block is
shown in Fig. 1, which consists of three branches with dif-
ferent depth. The residual design helps pass through infor-
mation from the input to the output.

The network architecture of our spectral recovery net-
work is shown in Fig. 2. The design is inspired by the
recent work SSPN [3] which was developed to learn inter-
actions between spectral bands of hyperspectral images.

2. MS Filters
We provide the detailed data of the 12 filters that are used

to generate the input image, i.e. the measurement image X,
for our method. Please see the data in Fig. 3.

3. Visual Results
We show more visual results of our method and com-

parison methods in Fig. 4. The visual results again show
that our method outperforms other methods and generate
better results in terms of both spatial resolution and spec-
tral (color) accuracy. As discussed in the main paper, this
is mainly due to the flexibility of our joint optimization
method that can strike a good balance between spatial and
spectral resolution for the input spectral bands.
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Figure 1: The architecture of our Sparse Residual Block,
where each SparseConv2D is a Minkowski 2D Convolution
[1]
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Figure 2: The architecture of our spectral recovery network.



(a) Near-IR Bandpass Filter (b) Dark Red Bandpass Filter (c) Light Red Bandpass Filter

(d) Orange Bandpass Filter (e) Green Bandpass Filter (f) Photopic Response Bandpass Filter

(g) Light Green Bandpass Filter (h) Cyan Bandpass Filter (i) Green-Blue Bandpass Filter

(j) Absorptive Visible Bandpass Filter (k) Blue Bandpass Filter (l) Indigo Bandpass Filter

Figure 3: The responses functions of the 12 MS filters that are used by our method.



(a) Interpolation (b) Demosaicing [2] (c) Ours (d) Ground Truths

Figure 4: Visual Results of our methods and baseline methods. We choose spectral band 5, 15, and 25 out of the 31 bands
and use them as the R, G, and B channel of a color image for this visualization. Better to see on a screen.


